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 The Official Gaussian Home
Page
We practice a web site philosophy and aesthetic of simplicity.
Last updated on 1 February 2000.
Site maintained by Gaussian, Inc. Credits.

 Quick Links
Upcoming Workshops in Barcelona and Tokyo●   

New White Paper: Comparing NMR Methods in ChemDraw and
Gaussian

●   

Register Your Gaussian 98W Software●   

Current G98 Release Notes: Release A.7●   

All material in these pages is Copyright © 1990-2000, Gaussian, Inc. All rights reserved.
Gaussian is a registered trademark of Gaussian, Inc.
All other trademarks and registered trademarks are the properties of their respective holders.
Specifications subject to change without notice.
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Upcoming Events

Talks, Workshops, Conferences

 Talks by Gaussian Contributors
Dates and Location Speaker/Title Event/Institution

Monday, August 23,
1999, 3:40 pm, New
Orleans, LA

Mike Robb
Combining quantum
chemistry and dynamics:
Applications to organic
photochemistry

218th ACS National Meeting

Tuesday, August 24,
1999, 4:00 pm, New
Orleans, LA

Roberto Cammi
Theory and Modeling of
Electronic and Photonic
Materials

218th ACS National Meeting

Wednesday, August
25, 1999, 2:00 pm,
New Orleans, LA

Keiji Morokuma
Development and
applications of the
ONIOM, an integrated
MO + MM method

218th ACS National Meeting

Wednesday, August
25, 1999, Evening
Poster Session, New
Orleans, LA

David K. Malick
Characteristics of
calculated vibrational
frequencies along
chemical reaction paths
[Poster]

218th ACS National Meeting

Thursday, August
26, 1999, 1:20 pm,
New Orleans, LA

G. A. Petersson
When Kohn's density
functional theory meets
Pople's model chemistry
concept good things
happen

218th ACS National Meeting

 Upcoming Gaussian Workshops
Barcelona, Spain: September 12-25, 2000●   

Tokyo, Japan: October 3-6, 2000●   

Contact us for details on additional upcoming workshops.●   
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 Future Conferences of Interest to Computational
Chemists
Conference Dates and Location

219th ACS National Meeting Mar. 26-30, 2000
San Francisco, CA

220th ACS National Meeting Aug. 20-24, 2000
Washington, DC

Pacifichem 2000 December 14-19, 2000
Honolulu, HI
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Frequently Asked Questions
about Gaussian

This page is under construction.
What is here should be considered just a tiny appetizer...

Information is available for the following topics:

General Program Usage
Can I Split Scratch Files Across Disks?
How the Molecule's Input Orientation Be Maintained?
How Can I Retain a Specific Electronic State?
SCF Iterations Convergence and Accuracy.
How Do I Change the Default SCF Convergence Level?
What Methods Should Be Cited in My Articles?
Converting Between Pure and Cartesian Basis Functions.
Specifying a File Containing a List of Points at which to Evaluate the
Electrostatic Potential.

●   

Questions About Specific Methods (non-DFT)
I Have an MP2 Optimization Problem.
Using the Volume Keyword.

●   

Density Functional Methods
What is the B3LYP Functional?
What are the BHandH Functionals?
Definition of the Slater Exchange Functional.
How can I Define a New Functional?
What is a Spurious Integrated Density?

●   

Interpreting and Altering Gaussian Output
What is the Definition of Norm(A)?
I Want to Print Additional Excited States Coefficients.
Electric Field Gradient Output Formats.
Forces in the Gaussian Output.
What is the Electronic Spatial Extent?
Useful Output-Related Keywords and Options.

●   

Setting Gaussian Defaults
Restrictions on Setting Defaults

●   

Frequently Asked Questions
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Route Defaults Overview

Managing Resources for Gaussian Jobs
Specifying Disk Space Availability with MaxDisk.
Using the MP2=Stingy Keyword.
Windows Version of Gaussian Fills Disk.

●   

Interfaces to Other Programs
Animating Normal Modes in HyperChem.

●   

Licensing and Related Issues
I Need Another Gaussian Version for My New Computer.
Can I Get a Quantity Discount for G98W?
What is Maintenance?

●   

Frequently Asked Questions
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●   
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Gaussian Product Information

Product Descriptions
All About Gaussian 98●   

What's New in Gaussian 98●   

Gaussian 98 Features at a Glance

Available Gaussian Versions❍   

Operating System and Compiler Requirements❍   

Available Parallel Versions❍   

●   

Gaussian 98 Pricing Information●   

Gaussian 98W (Windows 95/98/NT Version of G98)

Minimum System Requirements❍   

G98W Pricing Information❍   

●   

GaussView

GaussView Brochure❍   

Supported Platforms❍   

Answers to Common Questions About GaussView❍   

GaussView Pricing❍   

●   

Linda (includes pricing info.)●   

Books (includes pricing info.)●   

Gaussaphenalia (includes pricing info.)●   

Order Form: Print from your browser, complete, and then fax or mail.
To ensure the security of our customers, we do not accept orders by email.
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Application Showcase
Last Updated on May 25, 1999

Here you will find examples of the many kinds of molecular calculations that are possible using Gaussian
as well as easy to follow steps for particular modeling tasks.

Examples of what Gaussian can do●   

Using Gaussian to teach Chemistry●   

How can I visualize Gaussian output?●   

Links to Other Gaussian-Related Sites●   

This portion of the Gaussian Website is authored and maintained by James Foresman, Associate
Professor, York College of PA.

Back to Gaussian Home Page
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People
In this part of the website, we present some biographical information about the
various people associated with Gaussian.

More are coming in the near future!

Carlo Adamo●   

Vincenzo Barone●   

Roberto Cammi●   

Jim Cheeseman●   

Mauritzio Cossi●   

Jim Foresman●   

Mike Frisch●   

Benedetta Mennucci●   

John Montgomery●   

Keiji Morokuma●   

Joe Ochterski●   

George Petersson●   

Christian Pomelli●   

Mike Robb●   

Berny Schlegel●   

Gustavo Scuseria●   

Jacopo Tomasi●   

Greg Voth●   

Slava Zakrzewski●   

People
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Contacting Gaussian, Inc.

Gaussian, Inc.
Carnegie Office Park, Building 6, Suite 230
Carnegie, PA 15106 USA

Voice: 412-279-6700
Fax: 412-279-2118

Product Order Form

 Email addresses:

info@gaussian.com-- for general and product information, or to subscribe to
electronic mailing list or our newsletter.
orders@gaussian.com -- for the status of an order (place orders by phone or
fax).
wshop@gaussian.com-- for workshop information and registration.
help@gaussian.com -- for Gaussian questions.
pc-help@gaussian.com -- for help with Gaussian under Windows 95/98/NT.
explore@gaussian.com -- for comments to the authors of Exploring Chemistry
with Electronic Structure Methods
editor@gaussian.com-- to write to the newsletter editor.
webczar@gaussian.com-- for comments about these Gaussian WWW Pages.

List of Gaussian 98W Sales Agents

Contacting Gaussian, Inc.
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  Gaussian Order Form
Print this form from your browser. Item numbers are on the current price list and in the Product Info
section of our web site. Send the completed order form by mail or fax to:
Gaussian, Inc., Carnegie Office Park, Building 6, Pittsburgh, PA 15106 U.S.A
Phone: 412-279 6700; Fax: 412-279-2118

Name:__________________________________ Email:____________________________________

Organization/Affiliation:_____________________________________________________________

Address:_________________________________________________________________________

_________________________________________________________________________________

_________________________________________________________________________________

Phone:___________________________________ Fax:____________________________________

DESCRIPTION                               QTY    SIZE    UNIT PRICE   TOTAL

________________________________________ ______ ________ __________  ________

________________________________________ ______ ________ __________  ________

________________________________________ ______ ________ __________  ________

________________________________________ ______ ________ __________  ________

_________________________________________ ______ ________ __________  ________

________________________________________ ______ ________ __________  ________

                                                           Subtotal  ________

                                                           Shipping  ________

                                                              TOTAL  ________

For Gaussian 98 & Linda orders, specify desired platforms and media:

   Computer Platform(s):__________________________________________  

   Circle Media Req'd: 4mm/DAT  8mm  1/4"-cart.  9-track  TK-50
                                             or CD-ROM

Media Notes: G98W is distributed on CD-ROM. Gaussian 98 is now available on CD-ROM.

For GaussView single seat orders, specify:

   Computer Serial #: __________________

 Payment Method

(Call for information about wire transfers)

____ Purchase Order: Number:_________________ (ATTACH PO to form)

____ Check (ATTACH check payable to: Gaussian, Inc.)

____ Credit Card: (Circle type) MC Visa AMEX Discover

Card #:___________________________________________ Expiration Date_____/_____

Name on Card:_____________________________________________________________

Credit Card Billing Address: _____ Same as Ship To Address

_________________________________________________________________________

_________________________________________________________________________

Gaussian Order Form
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Signature______________________________________________

Gaussian Order Form
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Gaussian 98W Sales Agents

The following lists indicates our current sales agents for Gaussian 98W, along
with the appropriate contact person for each one. You may also select a country
to jump directly to sales agents located in that country. Be aware that most
sales agents can service clients in other countries as well.

Europe:  Czech Republic   France   Germany   Italy    The Netherlands   
Poland     Spain     United Kingdom

Asia:  China    Japan    Korea    Singapore    Taiwan

North America:  USA     Canada

SciTech, Spol. s r.o.
Dr. Pavel Drasar
Managing Director
Nad Sarkou 75
160 00 Praha 6
Czech Republic
02 3110789 (Voice)
02 24311850 (Fax)
drasar@scitech.cz
www.scitech.cz

ChemCAD
Dr. Guy Desmarquets
Managing Director
116, rue Gal Gouraud
F-67210 Obernai,
France
33-88-95-68-52 (Voice)
33-88-95-07-92 (Fax)
info@chemcad.com

Scientific Software Service
Dr. Gregory Kapsias
President
Nikolaus Becker Str. 4
D-55270 Ober-Olm
Germany
49-6136-996090
49-6136-996096 (Fax)

Gaussian 98W Sales Agents
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info@sciencesoftware.com
www.sciencesoftware.com

ADDITIVE Soft- und Hardware fur Technik und Wissenschaft GmbH
Mr. Andreas Heilman
Rohrwiesenstr. 2
D-61381 Friedrichsdorf
Germany
49-6172-5905-20 (Voice)
49-6172-77613 (Fax)
info@additive-net.de
www.additive-net.de/

Hoffmann Datentechnik
Dr. Gunter Hoffmann
Holder of HHD
Postfach 10 06 31
D-46006 Oberhausen,
Germany
49 208 20 500 89 (Voice)
49 208 20 22 35 (Fax)
hoffmann-oberhausen@t-online.de
www.hoffmann-oberhausen.de

CompuChem
Dr. Hannelore Heimgartner
Vogtherrstrasse 10
D-74676, Niederhall,
Germany
49-7940-4328 (Voice)
49-7940-4304 (Fax)
hanni@compuchem.de
www.compuchem.com

ScienceServe
Dr. Heinz Hofmann
President
Sandrangen 3
D-91257 Pegnitz
Germany
49-9241-91216 (Voice)
49-9241-91217 (Fax)

Gaussian 98W Sales Agents
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info@scienceserve.com
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NET Engineering
Dr. Guiliana Bosco
Sales Manager
Via Porta Nuova 31/33
27100 Pavia, Italy
39-0-382-530970 (Voice)
39-0-382-530957 (Fax)
net-eng@net-eng.it
www.net-eng.it

Soluzioni Informatiche (S.IN.)
Dr. Massimo Mabilia
Consultant
Via Salvemini, 9
I-36100 Vicenza, Italy
39-0-444-240-341 (Voice)
39-0-444-533-954 (Fax)
s.in@mclink.it
www.goldnet.it/sin

INFRA Connect Services
Cor van der Schans
President
Fanzant 39
5161 SB Sprang-Capelle
The Netherlands
31-416-274977 (Voice and Fax)
cvds@infra-connect.nl
www.dtprescon.nl/infra

MAKO Lab
Dr. Miroslaw Sopek CEO
ul.Gdanska 80
90-613 Lodz
Poland
48-42-6399716 (Voice)
48-42-6322346 (Fax)
info@makolab.pl
www.makolab.pl
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Addlink Software Cientifico
Dr. Mary Granger
Director of Operations
C/. Rosellon 205, 5. a planta
Barcelona 08008 Spain
34-93-415-49-04 (Voice)
34-93-415-72-68 (Fax)
info@addlink.es
www.addlink.es

Lightwave Scientific
Dr. Ed Baily
Manager
Unit 1A Station Road
Hemyock Devon,
EX15 3SB
England, United Kingdom
44-1823-681-006 (Voice)
44-1823-680-978 (Fax)
lightwav@dircon.co.uk
www.lightwave-scientific.com

3-Link Systems Pte Ltd Beijing Office (also have a Singapore office)
Mr. Harry Lee
Managing Director
Rm. 1203, Science & Technology Tower
No.11 Baishiqiao Road
Haidan District
Beijing, 100081, P.R. China
8610 68476840 (Voice)
8610 68476839 (Fax)
linkbj@public3.bta.net.cn

Beijing Hong-cam Computer Technology Center
Dr. Gao Hong
General Director
#118, No. 4 West Platform
Centre of Hai-dian Gym
Hai-Dian district
Beijing, 100080 P.R. China
86-010-625-63892 (Voice and Fax)

Gaussian 98W Sales Agents
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Hulinks, Inc.
Dr. Yurie Tasaki
President
Kusaka building, 2-30-8
Minami-Ikebukuro, Toshima-ku
Tokyo 171 Japan
81-3-3590-2311 (Voice)
81-3-3590-6499 (Fax)
yurie@hulinks.co.jp
www.hulinks.co.jp

Ryoka Systems, Inc.
Dr. Takao Wada
Managing Director and General Manager
Meiji-Seimei Shin Urayasu Building 406
1-5-2 Irifune, Urayasu City
Chiba Pref. 279, Japan
81-47-380-1231 (Voice)
81-47-380-1239 (Fax)
wada@cubs.bio.rsi.co.jp
www.rsi.co.jp/science.html

NetScience Division, Cynex, Inc.
Dr. Tomoko Saruwatari
General Manager
S&S Building, 3F, 6-36
Shin-ogawamachi, Shinjuku-ku
Tokyo, 162-0814, Japan
81-3-5381-7580 (Voice)
81-3-3269-8924 (Fax)
saruwata@nexus.sse.co.jp
netscience.digitalland.ne.jp/

Sumisho Electronics Co., Ltd.
Mr. Kazuo Ozawa
Assistant Manager
Sales Dept. No. 2, CAE Div. No. 2
Tsuruya Building
2-23 Shimomiyaba-cho, Shinjuku-ku
Tokyo 162, Japan
81-3-5228-5621 (Fax)
ozawa@iida.sse.co.jp
www.sse.co.jp

Gaussian 98W Sales Agents
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Korea Infornet Co., Ltd.
Dr. Ken Wan Bai
Director
5th Floor, Jising Bldg.
229-5, Poi-Dong,
Kangnam-Ku,
Seoul 137-130, KOREA
82-2-579-0870 (Voice)
82-2-573-7839 (Fax)
webmaster@infornet.co.kr
www.infornet.co.kr

Grapia
Dr. Sung-Phil Yoon,
International Sales Manager
#825, Pungsan BD.
1141-2, Baeseok-dong
Ilsan-ku, Goyang-Shi
Kyungki-do, 140-013, Korea
82-344-909-7474 (Voice)
82-344-909-7789 (Fax)
grapaia@hitel.net
www.psiweb.net

Linuxone, Inc.
Dr. Scott Park
Int'l Marketing Manager
103-200, Shilimdong, Kwanak-ku
Seoul, Korea
82-2-872-0411 (Voice)
82-2-889-2954 (Fax)
park@korealinux.co.kr
www.popart.co.kr

3-Link Systems Pte Ltd
Mr. Harry Lee
Managing Director
Singapore Office (also have a Beijing office)
No. 76, Lorong 19 Geylang, #07-01
Singapore 388512
65-2278671 (Voice)
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Gaussian 98 Capabilities

This manual describes Gaussian 98, a connected system of programs for
performing a variety of semi-empirical and ab initio molecular orbital (MO)
calculations. It is designed as a complete reference to all of the program's
capabilities.

Gaussian 98 is capable of predicting many properties of molecules and
reactions, including:

Molecular energies and structures●   

Energies and structures of transition states●   

Vibrational frequencies●   

IR and Raman spectra●   

Thermochemical properties●   

Bond and reaction energies●   

Reaction pathways●   

Molecular orbitals●   

Atomic charges●   

Multipole moments●   

NMR shielding and magnetic susceptibilities●   

Vibrational circular diachroism intensities●   

Electron affinities and ionization potentials●   

Polarizabilities and hyperpolarizabilities●   

Electrostatic potentials and electron densities●   

Computations can be carried out on systems in the gas phase or in solution, and
in their ground state or in an excited state. Thus, Gaussian 98 can serve as a
powerful tool for exploring areas of chemical interest like substituent effects,
reaction mechanisms, potential energy surfaces, and excitation energies.

The remainder of this chapter presents the literature citation for Gaussian 98,
discusses its features in more technical detail and describes the contents of this
manual and the rest of the Gaussian 98 documentation set.

Fundamental Algorithms●   

Energies●   

Gradients and Geometry Optimizations●   

Frequencies and Second Derivatives●   

Molecular Properties●   

Solvation Models●   
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References●   

Return to TOC

Gaussian Capabilities

http://www.gaussian.com/00000002.htm (2 of 2) [2/2/2000 4:23:15 PM]

http://www.gaussian.com/g94.htm


New Methods and Features in G98

 New Methods and Features
Vibrational circular diachroism intensities [VCD].●   

Enhanced version of the Polarized Continuum (overlapping spheres)
model (PCM) of Tomasi and coworkers for SCRF solvent effects
[SCRF].

●   

Trajectory calculations [Trajectory].●   

Path optimizations [Opt=Path].●   

The ONIOM facility of Morokuma and coworkers [ONIOM].●   

ZINDO and RPA excited state energies [ZINDO, RPA].●   

The IRCMax method for locating/optimizing transition states [IRCMax].●   

Molecular mechanics methods using the Amber, DREIDING and UFF
force fields [Molecular Mechanics Methods].

●   

Additional DFT functionals [DFT]:

Exchange functionals: Perdew-Wang 91, Barone¹s modification of
PW91 and Gill 96 [DFT].

❍   

Correlation functional: Becke 96 [DFT].❍   

Hybrid functionals: Becke¹s 1996 one-parameter hybrid functional
along with several variations of Barone and Adamo [DFT].

❍   

●   

NMR calculations at the MP2 level [NMR].●   

Additional basis sets: Davidson¹s modified cc-pDVZ, Stuttgart/Dresden
ECP¹s, Midi!, Ahlrich¹s SV, SVP and TZV basis sets, extended atom
range for the Stevens/Basch/Krauss ECP triple-split basis set [Basis
Sets].

●   

 Efficiency Improvements
CASSCF calculations may now use an active space of up to 12 orbitals.
CASSCF calculations may now use Davidson diagonalization in addition
to Lanczos and full diagonalization.

●   

MP2 frequencies require less disk and obeyMaxDisk more often.●   

DFT frequencies speed improvements.●   

Improved efficiency of parallel Hartree-Fock and DFT calculations.●   

Linearly-scaling performance for large semi-empirical and DFT
calculations via the fast multipole method (FMM) and sparse matrix
techniques.

●   
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 Functional Differences Between Gaussian 98> and
Gaussian 94

Opt=QST2 and QST3 input now require a set of redundant internal
coordinate modifications following each geometry specification when the
ModRedundant option is also specified.

●   

The syntax for specifying modifications to redundant internal coordinates
has been enhanced.

●   

ModRedundant style changes to the geometry in the input stream are
now permitted via Geom=ModRedundant.

●   

The PCM method in Gaussian 94 has been replaced by the code of
Tomasi and coworkers. The previous facility is deprecated, but it may be
accessed for retrospective comparative purposes using the
SCRF=OldPCM keyword.

●   

The new SCF=FON facility is the default procedure.●   

The Charge keyword now respects the units set by the Units keyword.●   

The cc-pV*Z basis sets have had duplicate functions removed and have
been rotated [358] in order to increase computational efficiency. As so
altered, they produce identical energetic results to the cc* basis sets in
Gaussian 94, but they no longer match those made available on the world
wide web by Dunning and coworkers.

●   

Return to TOC
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Gaussian 98 Release Notes

 Revision A.7

June 18, 1999

This document lists changes to and additional information about Gaussian 98
functionality since the printed documentation was prepared. In this document, the
manual refers to the first printing of the Gaussian 98 User's Reference. Note that
the final section of these notes gives information about building and running
Gaussian 98 on specific computer systems.

Click here to jump directly to the new information added for Rev. A.7.

 Insignificant Output Change with Revision A.4

The reported number of primitive gaussians will differ between revision A.4 and
previous revisions. Note that this change has no effect on the results of the
calculation since it is an arbitrary, completely informational statistic not used in
any actual computation. Previously, this value indicated the number of AO
components of gaussian primitives in terms of pure d functions if you were using
pure contracted functions in the calculation. Now, it always counts Cartesians
regardless of the types of contracted functions in use.

 Updated Input Section Ordering Table

This table from the introduction to chapter 3 of the manual has been updated. The
new table is printed below:

Gaussian 98 Input Section Ordering

Section Keywords Final
blank-line?

Link 0 commands % commands no
Route Section (# lines) all yes
Extra Overlays ExtraOverlays yes
Title section all yes
Molecule specification all yes
Modifications to
coordinates

Opt=ModRedundant yes

Connectivity
specifications

Geom=Connect or ModConnect yes

2nd title* and molecule
specification

Opt=QST2 or QST3 yes
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http://www.gaussian.com/00000010.htm (1 of 14) [2/2/2000 4:23:26 PM]



Modifications to 2nd
set of coordinates

Opt=ModRedun and
QST2 or QST3

yes

Connectivity
specifications for
2nd set of coordinates

Geom=Connect or ModConnect
and
Opt=ModRedun
and QST2 or QST3

yes

3rd title* and initial TS
structure

Opt=QST3 yes

Modifications to 3rd
set of coordinates

Opt=(ModRedun, QST3) yes

Connectivity
specifications for
3rd set of coordinates

Geom=Connect or ModConnect,
Opt=(ModRedun, QST3)

yes

Initial force constants
(Cartesian)

Opt=FCCards yes

Accuracy of energy &
forces

Opt=ReadError no

Trajectory input
(multiple sections
depending on options
selected)

Trajectory yes

Atomic masses IRC=ReadIsotopes yes
Basis set specification Gen, ExtraBasis yes
Basis set alterations Massage yes
ECP specification ExtraBasis, Pseudo=Cards yes
Background charge
distribution

Charge yes

Finite field coefficients Field=Read yes
Symmetry types to
combine

Guess=LowSymm no

Orbital
specifications**

Guess=Cards yes

Orbital alterations** Guess=Alter yes
Solvation model
parameters

SCRF no

PCM solvation model
input

SCRF=(PCM,Read) yes

Weights for CAS state
averaging

CASSCF=StateAverage no

States of interest for
spin orbit coupling

CASSCF=Spin no

# orbitals/GVB pair GVB no
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Alternate atomic radii Pop=ReadRadii or ReadAtRadii yes
Data for electrostatic
properties

PropProp keyword=Read or
OptPop keyword

yes

Cube filename (& spec.
for Cards option)

Cube yes

NBO input Pop=NBORead no
Orbital freezing
information

ReadWindow options yes

OVGF obitals to refine R/UOVGF IOp(9/11=100) yes
Temperature, pressure,
atomic masses

Freq=ReadIsotopes no

PROAIMS
wavefunction filename

Output=WFN no

*A blank line also separates the second or third title section from the
corresponding molecule specification.
**UHF jobs use separate a andb sections (themselves separated by a blank line).

 Default Memory

The default memory amount in G98 is 6MW.

 Additional Basis Sets

The EPR-II and EPR-III basis sets of Barone [1] are included in Gaussian 98.
They are optimized for the computation of hyperfine coupling constants by DFT
methods (particularly B3LYP). EPR-II is a double zeta basis set with a single set
of polarization functions and an enhanced s part: (6,1)/[4,1] for H and
(10,5,1)/[6,2,1] for B to F. EPR-III is a triple-zeta basis set including diffuse
functions, double d-polarizations and a single set of f-polarization functions. Also
in this case the s-part is improved to better describe the nuclear region: (6,2)/[4,2]
for H and (11,7,2,1)/[7,4,2,1] for B to F. The basis sets are available for H, B, C,
N, O and F.

 Selecting the Numerical Integration Weighting
Scheme
The following options to select the numerical integration weighting scheme have
been added to the Integral keyword:

SSWeights
Use the weighting scheme of Scuseria and Stratman [3] for the numerical
integration for DFT calculations. This is the default.

BWeights
Use the weighting scheme of Becke for numerical integration. This was the
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default in Gaussian 94.

 IRCMax Description

The description of the IRCMax keyword has been updated:

Description

Performs an IRCMax calculation using the methods of Petersson and coworkers
[4-12]. Taking a transition structure as its input, this calculation type finds the
maximum energy along a specified reaction path.

Required Input

IRCMax requires two model chemistries as its options, separated by a
colon:IRCMax(model2: model1). Here is an example route section:

# IRCMax(B3LYP/6-31G(d,p):HF/6-31G(d,p))

This calculation will find the point on the HF/6-31G(d,p) reaction path where the
B3LYP/6-31G(d,p) energy is at its maximum.

The Zero option will produce the data required for zero curvature variational
transition state theory zero curvature variational transition state theory
(ZC-VTST) [5, 6, 9-12]. Consider the following route:

# IRCMax(MP2/6-31G(d):HF/3-21G(d),Zero,Stepsize=10)

This job will start from the HF/3-21G(d) TS and search along the HF/3-21G(d)
IRC with a stepsize of 0.1 amu-1/2 bohr until the maximum of the MP2/6-31G(d)
energy (including the HF/3-21G(d) ZPE) is bracketed. The position along the
HF/3-21G(d) IRC for this MP2/6-31G(d) TS will then be optimized. The output
includes all quantities requred for the calculation of reaction rates using the
ZC-VTST version of absolute rate theory: TS moments of inertia, all real
vibrational frequencies (HF/3-21G(d)), the imaginary frequency for tunneling (fit
to MP2/6-31G(d) + ZPE), and the total MP2/6-31G(d) + ZPE energy of the TS.

ZC-VTST Options

Zero
Include the zero-point energy in the IRCMax computation.

Path Selection Options

Forward
Follow the path only in the forward direction.

Reverse
Follow the path only in the reverse direction.

ReadVector
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Read in the vector to follow. The format is Z-matrix (FFF(I), I=1,NVAR), read as
(8F10.6).

MaxPoints option=N
Number of points along the reaction path to examine (in each direction if both are
being considered). The default is 6.

StepSize option=N
Step size along the reaction path, in units of 0.01 amu-1/2-Bohr. The default is 10.

MaxCyc option=N
Sets the maximum number of steps in each geometry optimization. The default is
20.

Freq
Calculate the projected vibrational frequencies for motion perpendicular to the
path, for each optimized point on the path [13]. This option is valid only for
reaction paths in mass-weighted internal coordinates.

Coordinate System Selection Options

MassWeighted
Follow the path in mass-weighted internal (Z-matrix) coordinates (which is
equivalent to following the path in mass-weighted Cartesian
coordinates)mass-weighted internal coordinates. MW is a synonym for
MassWeighted. This is the default.

Internal
Follow the path in internal (Z-matrix) coordinates without mass weighting.

Cartesian
Follow the path in Cartesian coordinates without mass weighting.

Isotope Specification Option

ReadIsotopes
Specify alternate isotopesisotopes (the defaults are the most abundant isotopes).
This information appears in a separate input section having the format:

isotope mass for atom 1

isotope mass for atom 2

...

isotope mass for atom N

where the lines hold the isotope masses for the various atoms in the molecule,
arranged in the same order as they appeared in the molecule specification section.
If integers are used to specify the atomic masses, the program will automatically
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use the corresponding actual exact mass (e.g., 18 specifies O18, and Gaussian 98
uses the value 17.99916).

Convergence-Related Option

VeryTight
Tightens the convergenceIRC criteria used in the optimization at each point along
the path. This option is necessary if a very small step size along the path is
requested.

Options for Generating Initial Force Constants

CalcFC
Specifies that the force constants be computed at the first point

CalcAll
Specifies that the force constants be computed at every point.

FCCards
Reads the Cartesian forces and force constants from the input stream after the
molecule specifications. This option can be used to read force constants recovered
from the Quantum Chemistry Archive using its internal FCList command. The
format for this input is:

Energy (format D24.16)

Cartesian forces (lines of format 6F12.8)

Force constants (lines of format 6F12.8)

The force constants are in lower triangular form: ((F(J,I),J=1,I),I=1,NAt3), where
NAt3 is the number of Cartesian coordinates. If both FCCards and ReadIsotopes
are specified, the masses of the atoms are input before the energy, Cartesian
gradients and the Cartesian force constants.

Note that the RCFC option is not supported with IRCMax.

Restart Option

Restart
Restarts an IRC calculation which did not complete, or restarts an IRC calculation
which did complete, but for which additional points along the path are desired.

Availability

Analytic gradients are required for the IRC portion of the calculation (model1
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above). Any non-compound energy method and basis set may be used for model2.

Related Keywords

IRC, Opt, Freq

 MaxDisk is Obeyed

MP3, MP4, QCISD, CCSD, QCISD(T), and CCSD(T) calculations all now look
at Maxdisk. If the calculation can be done using a full integral transformation
while keeping disk usage under MaxDisk, this is done; if not, a partial
transformation is done and some terms are computed in the AO basis. Since MP2
obeys MaxDisk as much as possible, the Stingy, NoStingy and VeryStingy
options are not needed.

Thus, it is crucial for a value for MaxDisk to be specified explicitly for these
types of jobs, either within the route section or via a system wide setting in the
Default.Route file. If MaxDisk is left unset, the program now assumes that disk
is abundant and performs a full transformation by default, in contrast to G94
where a partial transformation was the default in such cases. If MaxDisk is not set
and sufficient disk space is not available for a full transformation, the job will fail
(where it may have worked in G94).

 Additional Option to Polar

The Polar keyword has an additional option:

Analytic
Compute polarizability and hyperpolarizability analytically. This is possible for
RHF and UHF for which it is the default. The polarizability is always computed
during analytic frequency calculations.

 Anisotropic Hyperfine Coupling Constants

The Prop keyword now supports the EPR option:

EPR
Compute the anisotropic hyperfine coupling constants [1, 14, 15].

 SCRF PCM Model Availability

The PCM models are available for HF, DFT, MP2, MP3, MP4(SDQ), QCISD,
CCD, CID, and CISD energies and HF and DFT gradients.

 ZINDO References

References for the ZINDO method are now provided [16-24].
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 Cube Output Format Clarification

The norm of the density gradient and the Laplacian are also scalar (i.e., one value
per point), and are written out in the same manner. Density+gradient grids are
similar, but with two writes for each row (of lengths N3 and 3*N3).

 Optimization Microiterations

The use of microiterations in geometry optimizations is the default for MM
optimizations and ONIOM optimizations with an MM component. Use the
Opt=NoMicro option to turn off microiterations.

 New formchk Option

The command formchk -c causes the molecular mechanics atom types to appear
in the formatted checkpoint file as strings rather than integers.

 SDD Basis Set Clarification

The SDD basis set keyword consists of D95 up to Ar and then a variety of
Stuttgart potentials for Z > 18 (see the manual). The SDDAll keyword selects
Stuttgart potentials for Z > 2.

The SDD, SHF, SDF, MHF, MDF, MWB forms may be used to specify these
basis sets/potentials within Gen basis input. Note that the number of core
electrons must be specified.

 New CBS Method: CBS-QB3

The CBS-QB3 keyword may be used to select the CBS-QB3 method [25]. The
CBS-QB3 method has been updated to use the new and more stable Minimal
Population localization procedure. This will cause small differences in the
CBS-QB3 energy computed with pre-A.7 versions of Gaussian 98, but it is more
reliable for large molecules. The CBS-QB3O keyword requests the CBS-QB3
model with the earlier localization scheme, if comparison with previous results is
necessary.

 Modified CBS-4 Model and New Keywords

The CBS-4 model chemistry has been updated with both the new localization
procedure (discussed in the preceding item) and improved empirical parameters.
The new version CBS-4M (M referring to the use of Minimal Population
localization) is recommended for new studies; the CBS-4O keyword requests the
earlier parametrization. Since these can give significantly different results the
previous CBS-4 keyword prints an error message rather than defaulting to either
version.
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 New Printing Options for Geom and NMR

The Geom=PrintInputOrient option has been added to include the table giving
the cartesian coordinates in the input orientation. By default, this table is printed
for smaller molecules but omitted for large ones.

The NMR=PrintEigenvectors option has been added to display the eigenvectors
of the shielding tensor for each atom.

 G3 Methods Added

The recently published G3 [26] and G3MP2 [27] methods have been added,
along with the variants using B3LYP structures and frequencies, G3B3 and
G3MP2B3 [28] (using these keywords).

 New Redundant Internal Coordinates Generation
Scheme for Weakly-Bound Complexes
The generation of redundant internal coordinates for weakly bound complexes has
been updated. The "HBond" and "AllHBond" options never did what the
documentation suggested (and they have been removed); what is done in revision
A.7 is to include Hydrogen bonds automatically. In addition, in connecting
different fragments which are only weakly bound (hydrogen-bonded and
otherwise), all pairs of atoms with one atom in each fragment having distance
within a factor of 1.3 of the closest pair have their distances added to the internal
coordinates. If at least 3 such pairs are found, then no angles or dihedrals
involving both fragments are added. However, if only 1 or two pairs of atoms are
close, then the related angles and dihedrals are added in order to ensure a
complete coordinate system. As usual, the ModRedundant option can be used to
add or remove any coordinates manually.

 Change to Charge Generation for Molecular
Mechanics Methods
The default generation of charges when using the UFF force field was
inconsistent and caused considerable confusion. In Revision A.7, no charges are
assigned to atoms by default when using any molecular mechanics force field.
Options are available to estimate charges at the initial point using the QEq
algorithm under control of the following options for any of the mechanics
keywords:

QEq
Assign charges to all atoms.

UnTyped
Assign charges only to those atoms for which the user did not specify a
particular type in the input.
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UnCharged
Assign charges for all atoms which have charge zero (i.e., all atoms which
were untyped or which were given a type but not a charge in the input).

 Other Changes in Revision A.7
The convergence algorithms for the regular SCF method (link 502) have
been improved.

●   

Link 0 commands (% lines) can now be up to 500 characters long.●   

 Other Minor Corrections and Clarifications
The IRC keyword supports a CalcAll option.●   

The only valid separator between the various methods for an IRCMax
calculation is a colon. In particular, a double slash (//) will not work.

●   

The Density is ignored when used with ZINDO.●   

Defaults for the FMM keyword have been set.●   

The default algorithm for optimizations without gradients is EF.●   

Charge obeys the Units keyword, contrary to manual.●   

The example job in the ONIOM discussion use the Amber MM method
without specifying atom types in the molecule specification. This will
generate an error since Amber always requires that explicit atom types be
input. Changing Amber to UFF in this job will make the example run
correctly.

●   

The DFT keyword "G961LYP" is not implemented.●   

The keyword sequence "MP2 NMR=GIAO" is broken and performs only
an MP2 energy calculation. Use MP2 NMR to perform a GIAO NMR
calculation at the MP2 level.

●   

Int=NoSComp may be used to turn off symmetry blocking of MO
2-electron integrals. NoSymmComp is a synonym for NoSComp.

●   

 Features Deferred to Rev B

A few features documented in the manual will appear first in Revision B of
Gaussian 98:

The Becke96 gradient-corrected exchange functional (accordingly, B1B96
is also deferred).

●   

The B1LYP and B1PW91 hybrid functionals.●   

Support for compound energy methods with IRCMax.●   

Support for the Phase, Freq and Downhill options to IRC.●   

Support for Trajectory calculations.●   
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 Updated References

The following reference citations have been updated/corrected:

123 C. Peng, P. Y. Ayala, H. B. Schlegel and M. J. Frisch, "Using redundant
internal coordinates to optimize geometries and transition states," J. Comp. Chem.
17, 49 (1996)

132 S. Dapprich, I. Komaromi, K. S. Byun, K. Morokuma and M. J. Frisch, "A
New ONIOM Implementation in Gaussian 98. Part I. The Calculation of Energies,
Gradients, Vibrational Frequencies and Electric Field Derivatives," J. Mol. Str.
(Theochem) 461-462, 1 (1999). [replaces manual references 132 and 133]

146 R. E. Stratmann, J. C. Burant, G. E. Scuseria and M. J. Frisch, J. Chem. Phys.
106, 10175 (1997).

319 C. Adamo and V. Barone, Chem. Phys. Lett. 274, 242 (1997).

 New References Cited in This Document

1 V. Barone, in Recent Advances in Density Functional Methods, Part I, Ed. D. P.
Chong (World Scientific Publ. Co., Singapore, 1996).

3 E. Stratmann, G. E. Scuseria and M. J. Frisch, Chem. Phys. Lett. 257, 213
(1996).

4 D. K. Malick, G. A. Petersson and J. A. Montgomery Jr., "Transition States for
Chemical Reactions. I. Geometry and Barrier Height," J. Chem. Phys. 108, 5704
(1998).

5 B. C. Garrett, D. G. Truhlar, R. S. Grev and A. D. Magnusson, "Improved
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System-Specific Information

 Operating System and Software Requirements

Be sure to check the Gaussian web site regularly for information about requred
operating system and compiler revision levels for systems upon which you want
to build the program. Any patches required by specific hardware and/or operating
system levels are also listed here.

You can go directly to this page with the URL: www.gaussian.com/g98_req.htm.

 System Configuration and Memory Requirements
Under UniCOS
Process and job memory limits should be set to 0; otherwise, the default memory
used will be 90% of all available memory (rather than 4MB as in other versions of
Gaussian 98). This can be done by giving input similar to the following to
udbgen:

update:username:pmemlim[b]:0:jmemlim[b]:0:jmemlim[i]:0:

G98 takes more fixed memory on UniCOS systems. When running in NQS batch
queues, make sure that the NQS batch memory limit is at least 6 million words
larger than the value desired or specified for %Mem.

 Portland Group Fortran Compiler Required for the
Linux Version
The Linux version requires the Portland Group Fortran compiler (see
www.pgroup.com). We also recommend using the tuned BLAS libraries
available at www.cs.utk.edu/~ghenry/distrib.
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 Building the Program on RS/6000 Systems

The makefile for IBM machines is set up for AIX 4.3, XLF 5.1, and Power 1 and
Power 3 CPUS. For other configurations, some changes may be necessary:

The tar file for the IBM version is compressed on the installation CD. Use
the following command to extract the file from the CD: (once the CDROM
is mounted at /mnt):

zcat /mnt/cdrom/TAR/* | tar xvf -

●   

For Power2 machines, the makefile should be changed to specify
-lesslp2rather than -lessl, so that the power 2 version of the library is
specified.

●   

For machines without the ESSL libraries, the line specifying -lblas should
be used instead. The resulting performance penalty is small for Power1 and
Power 3 machines but can be substantial (up to 2x on some jobs) for
Power2 machines.

●   

For AIX 4.1 systems, the line selecting support for large (> 2 GB) files,
-DLARGE_FILES, should be commented out.

●   

 SGI R10000 Version under Revision A.7

By default, the SGI R10000 version is built using 64-bit integers on those
machines which support it (i.e. Origin 2000). This removes the previous limits of
16 GB of main memory and 16 GB disk space imposed in previous versions, but
means that checkpoint files from earlier revisions of Gaussian 98 cannot be used
directly by Revision A.7. To convert these checkpoint files, use the copy of
formchk or chkmove from Revision A.6 to convert them to formatted files, then
use unfchk or chkmove from A.7 to convert them back to binary form.
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Literature Citation

Gaussian 98 represents further development of the Gaussian 70, Gaussian 76,
Gaussian 80, Gaussian 82, Gaussian 86, Gaussian 88, Gaussian 90, and
Gaussian 92 and Gaussian 92/DFT systems previously published
[1,2,3,4,5,6,7,8,9]. The required citation for this work is:

Gaussian 98 (Revision A.7), M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E.
Scuseria, M. A. Robb, J. R. Cheeseman, V. G. Zakrzewski, J. A. Montgomery,
R. E. Stratmann, J. C. Burant, S. Dapprich, J. M. Millam, A. D. Daniels, K. N.
Kudin, M. C. Strain, O. Farkas, J. Tomasi, V. Barone, M. Cossi, R. Cammi, B.
Mennucci, C. Pomelli, C. Adamo, S. Clifford, J. Ochterski, G. A. Petersson, P.
Y. Ayala, Q. Cui, K. Morokuma, D. K. Malick, A. D. Rabuck, K.
Raghavachari, J. B. Foresman, J. Cioslowski, J. V. Ortiz, B. B. Stefanov, G.
Liu, A. Liashenko, P. Piskorz, I. Komaromi, R. Gomperts, R. L. Martin, D. J.
Fox, , T. Keith, M. A. Al-Laham, C. Y. Peng, A. Nanayakkara, C. Gonzalez,
M. Challacombe, P. M. W. Gill, B. G. Johnson, W. Chen, M. W. Wong, J. L.
Andres, M. Head-Gordon, E. S. Replogle, and J. A. Pople, Gaussian, Inc.,
Pittsburgh, PA, 1998.

Note that you should replace "Revision A.7" with the version you actually use.

The advances presented for the first time in Gaussian 98 are the work of M. J.
Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.
Cheeseman, V. G. Zakrzewski, J. A. Montgomery, R. E. Stratmann, J. C.
Burant, S. Dapprich, J. M. Millam, A. D. Daniels, K. N. Kudin, M. C. Strain,
O. Farkas, J. Tomasi, V. Barone, M. Cossi, R. Cammi, B. Mennucci, C.
Pomelli, C. Adamo, S. Clifford, J. Ochterski, G. A. Petersson, P. Y. Ayala, Q.
Cui, K. Morokuma, D. K. Malick, A. D. Rabuck, J. Cioslowski, G. Liu, A.
Liashenko, P. Piskorz, and I. Komoromi.

 Additional Citation Recommendations

In general, we recommend citing the original references describing the
theoretical methods used when reporting results obtained from Gaussian
calculations, as well as giving the citation for the program itself. These
references are given in the discussions of the relevant keywords. The only
exceptions occur with long established methods such as Hartree-Fock theory
which have advanced to the state of common practice and are essentially
self-citing at this point. In some cases, Gaussian 98output will display the
references relevant to the current calculation type.

Gaussian 98 also includes the NBO program as link 607. If this program is
used, it should be cited separately as:

NBO Version 3.1, E. D. Glendening, A. E. Reed, J. E. Carpenter, and F.
Weinhold.
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The original literature references for NBO can also be cited [10,11,12,13
,14,15,16,17].
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 The Gaussian 98 Documentation Set

The Gaussian 98 documentation set consists of these works:

Gaussian 98 User's Reference, which discusses the mechanics of setting
up input and running the program in full detail, documenting the
available keywords and options. It also covers program installation,
configuration, and performance considerations.

●   

Gaussian 98 Programmer's Reference, which is designed for
programmers wanting to make modifications to Gaussian 98, or to
interface their own programs to it, documents implementation details,
Gaussian 98 system routines, all routes, overlays and internal options. It
also provides other operating system-specific information of interest to
programmers. Users requiring detailed basic instruction on running
Gaussian, including setting up jobs and interpreting Gaussian output,
should consult the book Exploring Chemistry with Electronic Structure
Methods [304].

●   

"Gaussian 98 IOPs," a technical note documenting the defined options
and their available settings for all of the Gaussian 98 overlays. An
up-to-date version of this article is available on our website
(www.gaussian.com/iops.htm). The final chapter of the Gaussian 98
Programmer¹s Reference contains the version of this article that was
current at press time.

●   

Additions, updates, and clarifications to, and more detailed technical
discussions of topics covered in the Gaussian 98 documentation are included in
each issue of Gaussian NEWS. They are also available in the Technical
Information area of our website (www.gaussian.com/techinfo.htm).

Gaussian Home Page
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Gaussian 98 Links

The following table lists the component programs of Gaussian 98--known as
links--along with their primary functions:

L0 Initializes program and controls overlaying

L1 Processes route section, builds list of links to execute, and initializes scratch
files

L101 Reads title and molecule specification

L102 FP optimization

L103 Berny optimizations to minima and TS, STQN transition state searches

L105 MS optimization

L106 Numerical differentiation of forces/dipoles to obtain
polarizability/hyperpolarizability

L107 Linear-synchronous-transit (LST) transition state search

L108 Potential energy surface scan

L109 Newton-Raphson optimization

L110 Double numerical differentiation of energies to produce frequencies

L111 Double num. diff. of energies to compute polarizabilities &
hyperpolarizabilities

L113 EF optimization using analytic gradients

L114 EF numerical optimization (using only energies)

L115 Follows reaction path using the intrinsic reaction coordinate (IRC)

L116 Numerical self-consistent reaction field (SCRF)

L117 Post-SCF SCRF

L118 Trajectory calculations

L120 Controls ONIOM calculations

L202 Reorients coordinates, calculates symmetry, and checks variables

L301 Generates basis set information

L302 Calculates overlap, kinetic, and potential integrals

L303 Calculates multipole integrals
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L308 Computes dipole velocity and Rx integrals

L309 Computes ECP integrals

L310 Computes spdf 2-electron integrals in a primitive fashion

L311 Computes sp 2-electron integrals

L314 Computes spdf 2-electron integrals

L316 Prints 2-electron integrals

L319 Computes 1-electron integrals for approximate spin orbital coupling

L401 Forms the initial MO guess

L402 Performs a semi-empirical calculation

L405 Initializes an MCSCF calculation

L502 Iteratively solves the SCF equations (conven. UHF & ROHF, all direct
methods)

L503 Iteratively solves the SCF equations using direct minimization

L506 Performs an ROHF or GVB-PP calculation

L508 Quadratically convergent SCF program

L510 MC-SCF (CASSCF)

L601 Population and related analyses (including multipole moments)

L602 1-electron properties (potential, field, and field gradient)

L604 Evaluates MOs or density over a grid of points

L607 performs NBO analyses

L608 Non-iterative DFT energies

L701 1-electron integral first or second derivatives

L702 2-electron integral first or second derivatives (sp)

L703 2-electron integral first or second derivatives (spdf)

L709 Forms the ECP integral derivative contribution to gradients

L716 Processes information for optimizations and frequencies

L801 Initializes transformation of 2-electron integrals

L802 Performs integral transformation (N**3 in-core)

L803 Complete basis set (CBS) extrapolation
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L804 Integral transformation

L811 Transforms integral derivatives and computes their contribs. to MP2 2nd
derivatives.

L901 Anti-symmetrizes 2-electron integrals

L902 Determines the stability of the Hartree-Fock wavefunction

L903 Old in-core MP2

L905 Complex MP2

L906 Semi-direct MP2

L908 OVGF (closed shell)

L909 OVGF (open shell)

L913 Calculates post-SCF energies and gradient terms

L914 CI-Singles excited states, stability

L915 Computes fifth order quantities (for MP5, QCISD(TQ) and BD(TQ)).

L918 Reoptimizes wavefunction

L1002 Iteratively solves the CPHF equations; computes various props. incl.
NMR GIAO props.

L1003 Iteratively solves the CP-MCSCF equations

L1014 Computes analytic CI-Singles second derivatives.

L1101 Computes 1-electron integral derivatives

L1102 Computes dipole derivative integrals

L1110 2-electron integral derivative contribution to Fock Matrix

L1111 2 PDM and post-SCF derivatives

L1112 MP2 second derivatives

L9999 Finalizes calculation and output

Return to TOC
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Overlay Options (IOPs)
This document provides a complete list of options for Gaussian 98 overlays.

Overlay 1: 5 67 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 33 34 35 36 37 38 39 40 41 42 43
44 45 46 47 49 52 53 55 56 57> 70 80 90

Overlay 2: 9 10 11 12 13 14 15 16 17 18 19 20 29 30

Overlay 3: 5 6 7 8 9 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42
43 44 45 46 47 48 49 51 52 53 54 55 56 57 58 59 60

Overlay 4: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 43 44 45
46 47 48 60 61 62 63 64 65 66 67

Overlay 5: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41
42 43 44 45 46 47 48 49 51 52 53 54 55 56 60 63 64 65 70 71 80 81 82 83

Overlay 6: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 32 35 36 37 38 39 40 41 42
43 44 45 46 47 48 49 51 52 53 54 55

Overlay 7: 5 6 7 8 9 10 11 12 13 14 15 16 18 25 28 29 30 31 32 40 41 42 43 44 45 52 60 63 70

Overlay 8: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 27 28 29 30 31 32 35 36 37 38 43 44

Overlay 9: 5 6 7 8 9 10 11 12 13 14 15 17 18 19 20 21 22 23 25 26 27 28 30 31 36 37 38 39 40 41 42 43 44 45 46 47 48
49 60 61 62 70

Overlay 10: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 28 29 30 31 32 44 45 46 62 63

Overlay 11: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 26 27 28 29 30 31 32 33 40 41 42 44 60 61 62 63
70

Overlay 99: 5 6 7 8 9 10 11 12 13 14 15 16 17 33

Overlay 1
Overlay 1 contains programs that read in geometry and optimization input, as well as control optimization and numerical
frequency calculations.

IOp(5)

L103: Mode of optimization.
0 Find local minimum.
1 Find a saddle point.
N Find a stationary point on the energy surface with N negative eigenvalues
  of the 2nd derivative matrix.

L107: Mode of search:
0 Locate the maximum in the LST path.
1 Scan the LST path.
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IOp(6)

L102, L103, L105, L107, L109, L112, L113, L114: Maximum number of steps (or
number of steps for an LST scan).
0 NStep = max(20,nvar+10) (L103, L112).
        = min(20,nvar+10) (L102, L105, L109).
        = min(40,nvar+20) (L113, L114).
N NStep = N

IOp(7)

L103, L105, L109, L112, L113, L114: Convergence on the first derivative and
estimated displacement for the optimization RMS first derivative .lt. Confv, RMS
est. Displacement .lt. Convx=4*convf.
-1 ConvF = 1/600 Hartree/Bohr or Radian.
0 Convf = 0.0003 Hartree/Bohr or Radian.
N Convf = 10  (-n).

L116, L117: Convergence on electric field/charges.
-1 Default value for optimizations: 10-7.
0 Default value for single-points: 10-5 in L116, 10-7 in L117.
n 10-N.

IOp(8)

L103, L109, L112: Maximum step size allowed during opt.
0 DXMAXT  = 0.1 Bohr or Radian (L103, estm or UnitFC).
= 0.3 Bohr or Radian (L103, read or CalcFC).
= 0.2 Bohr or Radian (L105).
= 0.3 Bohr or Radian (L113, L114).
N DXMAXT = 0.01 * N

L117: General control.
0 The type of basin to use to partition the density isosurface. The default
is 4.
1 GradVne.
2 GradRho.
3 Do not use basins, use only the center of nuclear charge.
4 Use interlocking spheres.
N0 Order of Adams-Bashforth-Moulton (ABM) predictor-corrector method to use
   in solving different equations for the GradRho or Vne trajectories. Default is
   4, maximum is 9.
N00 Number of small steps per ABM step to be used in starting ABM and when "slow
    down" is needed in ABM. Default is 5.
N000 Which approximation to make. Default is III for Tomasi (interlocking
     spheres) and IV for general surface.
1000 Approx. I—Do not do self-polarization or "compensation".
2000 Approx. II—Do self-polarization, but no "compensation".
3000 Approx. III—Do self-polarization and "compensation".
4000 Approx. IV—Do III and allow surface to "relax" in
     solution if no spheres.
N0000 Whether to evaluate densities using orbitals or density matrix.
      Default is to use density.
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10000 Use MOs.
20000 Use density.

IOp(9)

L103: Use of trust radius.
0 Whether to update trust radius (DXMaxT, default Yes). Default is Yes for
minima, No for TS.
1 No.
2 Yes.
00 Whether to scale or search the sphere when reducing the step size to the
trust radius (default search for minima, scale for transition states).
10 Scale.
20 Search.

L107: Whether to maintain symmetry along the search path.
0 Yes.
1 No.

L117: Whether to delete points which are too close together:
0 No.
1 Yes, using a default criteria (0.05 Angstroms).
-N Yes, using a (10-N Angstroms) criteria.
How close to get to the isosurface in search:
0 Approx 1.0D-6 (N=20).
N 2.0**-N.

IOp(10)

L103, L105, L109, L112, L113, L114: Input of initial Hessian:
All values must be in atomic units (Hartree, Bohr, and Radians).
0 Use defaults. (Not valid for L109).
1 Read ((FC(I,J),J=1,I),I=1,NVAR) (8F10.6) (L103 only).
2 Read I,J,FC(I,J) (5I3,F20.0) (L103 only). End with a blank card.
3 Read from checkpoint file in internal coordinates.
4 Second derivative matrix calculated analytically. (Not valid for L109).
5 Read Cartesian forces and force constants from the checkpoint file are
converted to internal coordinates.
6 Read Cartesian forces followed by Cartesian force constants (both in
format 6F12.8) from input stream. Followed by a blank line.
7 Use semiempirical force constants.
8 Use unit matrix (default for L105; only recognized by 103).
9 Estimate force constants using valence force field.

IOp(11)

L103: Test of curvature.
Bomb the job if the second derivative matrix has the wrong number of
negative eigenvalues.
0 Default (test for Z-matrix or Cartesian TS but not for LST/QST or for
minimum).
1 Don't test.
2 Test.
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L117: Scaling factor for determining overlaps of VDW atoms.
-1 Turn off scaling.
0 Default is 1.010.
N 1.000 + n*(0.001).
Step size for ABM method in trudge for isodensity method.
0 0.05 (n=2).
N 0.1/n.

IOp(12)

L103: Optimization control parameters.
0 Use default values.
1 Read in new values for all parameters (see InitBS).

IOp(13)

L103, L113, L114, L115: Type of Hessian update:
0 Default. (New D2Corr for L103 and L115, Powell for L113 and L114).
1 Powell. (Not in L103).
2 BFGS. (Not in L103).
3 BFGS, safeguarding positive definiteness. (Not in L103 or L115).
4 D2Corr. (New, only in L103 and L115).
5 D2Corr. (Old, only in L103 and L115).
6 D2Corr. (BFGS).
7 D2Corr. (Bofill Powell+MS for transition states).
8 D2Corr (No update, use initial Hessian).

IOp(14)

L103: Maximum number of bad steps to allow before doing a linear
minimization (i.e., no quadratic step) will be attempted:
0 Default. (0 for TS, 1 for minima).
N Allow N—linear only starts with the N+1st.

IOp(15)

L103, L109: Abort if derivatives too large.
-1 or 0 No force test at all.
N FMAXT = 0.1 * N.  

IOp(16)

L103, L113, L114: Maximum allowable magnitude of the eigenvalues of the
second derivative matrix. If the limit is exceeded, the size of the eigenvalue
is reduced to the maximum, and processing continues.
0 EIGMAX = 25.0 Hartree/Bohr2 or Radian2.
N EIGMAX = 0.1 * N.

IOp(17)

L103, L113, L114: Minimum allowable magnitude of the eigenvalues of the
second derivative matrix. Similar to IOp(16).
0 EIGMIN = 0.0001.
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N EIGMIN = 1. / N.

IOp(18)

L103: Star only and coordinate option.
0 Proceed normally.
1 Second derivatives will be computed as directed on the variable definition
cards. No optimization will occur.
10 Do optimization in Cartesian coordinates.
20 Do full optimization in redundant internal coordinates.
30 Do full optimization in pruned distance matrix coords.
40 Do optimization in Z-matrix coordinates.
50 Do full optimization in redundant internal coords with
large molecular tools.
100  Read the AddRedundant input section for each structure.
1000  Do not define H-bonds
2000  Define H-bonds with no related coordinates (default)
3000  Define H-bonds and related coordinates
10000  Reduce the number of redundant internals
20000  Define all redundant internals
100000  Old definition of redundant internals.
1000000 Skip MM atoms in internal coordinate definitions.
2000000 Include MM atoms in internal coordinate definitions.

IOp(19)

L103: Search selection.
0 Default (same as 6).
2 Linear and steepest descent.
3 Steepest descent and linear only when essential.
4 Quadratic if curvature is correct; RFO if not. Linear as usual.
5 Quadratic if curvature is correct; RFO if not. No linear search.
6 RFO and linear.
7 RFO without linear.
8 Newton-Raphson and linear.
9 Newton-Raphson only.
10 GDIIS and linear.
11 GDIIS only.

L113, L114: Search selection:
0 P-RFO or RFO step only (default).
1 P-RFO or RFO step for "wrong" Hessian otherwise Newton-Raphson.

IOp(20)

L101, L106, L108, L109, L110: Input units.
0 Angstroms degrees.
1 Bohrs degrees.
2 Angstroms radians.
3 Bohrs radians.

IOp(21)
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L103, L113, L114: Expert switch.
0 Normal mode.
1 Expert mode. Certain cutoffs used to control the optimization will be
relaxed. These include FMAXT, DXMAXT, EIGMAX and EIGMIN.

IOp(22)

L107: Whether to reorder coordinates for maximum coincidence.
0 Yes.
1 Assume reactant order equals product order.
2 Read in a re-ordering vector from the input.

L115: Kind of search:
0 Both directions and generate search vector.
1 Forward direction and generate vector.
2 Backward direction and generate vector.
3 Both directions and generate vector.
4 Forward direction and read vector 8F10.6.
5 Forward direction and read vector 8F10.6.
6 Backward direction and read vector 8F10.6.
7 Both directions and read vector 8F10.6.

IOp(23)

L112: Derivative availability.
0 Energy only.
1 Energy + Forces.
2 Energy + Forces + Force constants.

IOp(24)

Whether to round tetrahedral angles.
0 Default. (Yes).
1 Yes, round angles within 0.001 degree.
2 No.

IOp(25)

Whether SCRF is used with numerical polarizability:
0 No.
1 Yes, the field in /Gen/ must be cleared each time.

IOp(26)

Accuracy of function being optimized:

NNMM Energy 10-(NN), gradient 10-(MM).●   

1 Read in values.●   

0 Default (same as 1). 1 Normal accuracy for HF (energy and gradient both 1.D-7). 2 Standard grid accuracy for DFT
(energy 1.D-7, gradient 1.D-5). 3 Fine grid accuracy for DFT (energy 1.D-7, gradient 1.D-6).

IOp(27)

= IJKL (i.e. 1000*I+100*J+10*K+L). Transition state searching using QST and
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redundant internal coordinates.
L= 0,1 Input one structure, either initial guess of the minimizing structure
or transition structure without QST.
L= 2 Input 2 structures, the first one is the reactant, the second one is
the product. The union of the two redundant coordinates is taken as the
redundant coordinates for the TS. The values of the TS coordinates. are
estimated by interpolating the structure of R and P. R and P are used to guide
the QST optimization of the TS.
L= 3 Input 3 structures. The first one is reactant the second one is the
product. The third one is the initial guess of the transition structure. R and P
are used to guide the QST optimization of the TS.
K= 1-9 Interpolation of initial guess of TS between R and P (TS=0.1*J*R +
0.1*(10-J)*P, default J=5).
J= 1 LST Constraint in internals.
J= 2 QST Constraint in internals.
J= 3 LST Constraint in distance matrix space.
J= 4 QST Constraint in distance matrix space.
I= 0-9 Control parameters for climbing phase of QST (e.g. QSTrad = 0.01*I,
default QSTrad = 0.05).

IOp(28)

L101: Specification of nuclear centers.
0 By Z-matrix.

L103: Number of translations and rotations to remove during redundant
coordinate transformations:
-2 0.
-1 Normal (6 or 5 for linear molecules).
0 Default, same as -1.
N N.

IOp(29)

L101: Specification of nuclear centers.
0 By Z-matrix.
1 By direct coordinate input (must set IOp(29) in L202).
2 Get Z-matrix and variables from the checkpoint file.
3 Get Cartesian coordinates only from the checkpoint file.
4 By model builder, model A.
5 By model builder, model B.
6 Get Z-matrix from the checkpoint file, but read new values for some
variables from the input stream.
7 Get all input (title, charge and multiplicity, structure) from the
checkpoint file.
10 Print details of the model building process.
000 Default (same as 100).
100 Do not abort job if model builder generates a Z-matrix with too many
variables.
200 Abort job if model builder generates a Z-matrix with too many variables.
1000 Read optimization flags in format 50L1 after the Z-matrix.
2000 Set all optimization flags to optimize.
3000 Purge flags except the frozen variables.
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4000 Rebuild the coordinate system.
5000 (2+3) Purge all flags but keep the coordinate definition.
00000 Default, same as 10000.
10000 Mark Z-matrix constants as frozen variables rather than wired-in
constants.
20000 Do not retain symbolic constants.
100000 Generate a symbolic z-matrix using all Cartesians if none is present
on the checkpoint file 
(a hack to make IRCs work with Cartesian input).

IOp(30)

L103: This option is set for the last call to 103 in frequency calculations
in order to preserve the values of the variables for archiving. It also
suppresses error termination on large gradients.
0 Yes.
1 No.

IOp(32)

 Title card punch control.
0 Do not punch.
1 Punch.

IOp(33)

L101, L102, L103, L106, L109, L110, L113, L114: Debug print.
0 Off.
1 On.

IOp(34)

L101, L102, L103: Debug + dump print.
0 Off.
1 On.

IOp(35)

Restart (L102-L112).
0 Normal optimization.
1 First point of a restart. Get geometry, wavefunction, etc. from the
checkpoint file.

IOp(36)

Checkpoint.
0 Normal checkpoint of optimization.
1 Suppress checkpointing.

IOp(37)

D2E cleanup (obsolete).
0 No cleanup.
1 This is the last point at which analytic second derivatives will be done.
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Delete the D2E file and the buckets and truncate the read/write files.

IOp(38)

Entry control option (currently only by L106, L107, L108, L109, L110, L111,
L112, and L115 but not L102, L103, and L105).
0 Continuation of run.
1 Initial entry.
N>1 In L103:  Initial entry of guided optimization using N levels.
N0 In L106: differentiate nth derivatives once.
In L110 and L111: differentiate energy N times.
000 In L106: differentiate wrt nuclear coordinates.
100 In L106: differentiate wrt electric field.
200 In L106: differentiate wrt field and nuclear.

IOp(39)

Step size control for numerical differentiation. (L106, L109, L110, L111).
Path step size in L115.
0 Use internal default (0.005 Angstroms in L106 and L109, 0.01 Angstrom in
L110, 0.001 au in L111).
N Use step-size of 0.0001*N (Angstroms in L106, L109, L110, electric field
au in L111).
-1 Read stepsize in format D20.13.

IOp(40)

L113, L114: Hessian recalculation.
-1 Pick up analytic second derivatives every time.
0 Just update. The default, except for CalcAll.
N Recalculation the Hessian every N steps.

L116: Whether to read initial E-field:
0 Start with 0.0.
1 Read from checkpoint file.
2 Read from input stream.

IOp(41)

Step number of optimization from which to take geometry. -1 for the initial
geometry.

IOp(42)

L103, L115: Number of points along the reaction path in each direction.
Default is 6.

L117: Cutoff to be used in evaluating densities.
0 1.0D-10.
N 1.0D-N.

IOp(43)

L116: Extent of reaction field.
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0 Dipole.
1 Quadrupole.
2 Octapole.
3 Hexadecapole.

L117: How to define radii.
0 Default is 11.
1 Use internally stored radii, centers will be on atoms.
2 Read-in centers and radii on cards.
10 Force Merz-Kollman radii (default).
20 Force CHELP (Francl) recommended radii.
30 Force CHELPG (Breneman) recommended radii.
100 Read in replacement radii for selected atom types as pairs (IAn,Rad) or
(Symbol,Rad), terminated by a blank line.
200 Read in replacement radii for selected atoms as pairs (I,Rad),
terminated by a blank line. Initial radius of spheres to be placed around
attractors to "capture" the gradient trajectories. The final radius is
then automatically optimized separately for each atom.
0 0.1.
NM N.M = NM/10.

IOp(44)

IRC Type:
0 Default (same as 3).
1 Cartesian.
2 Internal.
3 Mass-weighted.

L117: Maximum distance between a nucleus and its portion of the isosurface—used
in Trudge only to eliminate, from the outset, points which clearly lie in
another basin. This parameter should be chosen with the parameter Cont. in mind.
0 10.0 au.
NM N.M au = NM/10.

IOp(45)

Read isotopes in L115.
0 Do not read isotopes.
1 Read isotopes.

IOp(46)

Order of multipoles in numerical SCRF:
0 Dipole.
1 Quadrupole.
2 Octapole.
3 Hexadecapole.

IOp(47)

Number of redundant internal coordinates to allow for.
0 Default: 50000.

G98 IOps

http://www.gaussian.com/iops.htm (10 of 86) [2/2/2000 4:24:21 PM]



N N.

IOp(49)

Options to IRC path relaxation (IJKL).
L 1/0 optimize reactant structure.
K 1/0 optimize product structure.
J 1/0 optimize TS structure (for QST input).
I 1/0 bimolecular reaction.

IOp(52)

L101 and L120: Type of ONIOM calculation:
0/1 One layer, normal calculation.
2 Two layers.
3 Three layers.
00 No electrostatics included in the model systems.
10 Include electrostatics in model systems.

IOp(53)

L120: Action of each invocation of L120:
0 Do nothing
1 Create geometry of high level system.
2 Create geometry of medium level system.
3 Create geometry of low level system.
4 Integrate energy
5 Integrate energy and gradient
6 Integrate energy, gradient, and hessian
N0 Save necessary information (some rwf's, energy, gradients, Hessian) of
point N of the ONIOM grid.
M00 Restore point M.
4--7--9*
|  |  |
2--5--8
|  |  |
1--3--6

IOp(55)

L103: Options for GDIIS:
ICos*1000+IChkC*100+IMix*10+Method form.

L115: IRC optimization.
0 Default, use gradients to find the next geometry.
1 Use displacements to find the next geometry.

IOp(56)

Set of atom type names to parse:
0 Accept any.
1 Dreiding/UFF.
2 Amber.
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IOp(57)

Whether to produce connectivity.
0 Default (2).
1 No
2 Yes, read from input stream
3 Yes, generate connectivity.
4 Yes, read from checkpoint file.
5 Yes, read from rwf file.
10 Read modifications.

IOp(70)

L118: Type of sampling (Nact)
0 Defalt (same as 3)
1 Orthant sampling
2 Microcanonical normal mode sampling
3 Fixed normal mode energy
4 Local mode sampling  (now only Nact = 0 or 3 OK )

IOp(80)

.eq.1 to supress the 5th order correction after the surface hop has been
made in Trajectory Surface Hopping calculations. Also needs IOp(10/80=1) 

IOp(90)

Read in the velocity in Cartesian coordinates.

Overlay 2
Contains programs that determine the coordinates, given the Z-matrix, and analyze molecular symmetry, if requested.

IOp(9)

Printing of distance and angle matrices.
0 Default (same as 2).
1 Do not print the distance matrix.
2 Print distance matrix.
00 Default (same as 20).
10 Do not print the angle matrix.
20 Print the angle matrix, using Z-matrix connectivity if possible.
30 Use cutoffs instead of the Z-matrix for determining which angles to
print.
000 Default (same as 100).
100 Do not print dihedral angles.
200 Print dihedral angles, using the Z-matrix for connectivity information.
300 Print dihedral angles, using a distance cutoff for connectivity
information.

IOp(10)
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Tetrahedral angle fixing.
0 Default (don't test).
1 Angles within 0.001 degree of 109.471 will be set to ACOS(-1/3).
2 Do not test for such angles.

IOp(11)

Printing of Z-matrix and resultant coordinates.
0 Print.
1 Do not print.

IOp(12)

Crowding abort control.
0 Default (same as 1).
1 Do not abort the run for small interatomic distances.
2 If two atoms are less than 0.5 Angstroms apart, abort the run.

IOp(13)

Punch coordinates.
0 No.
1 Yes, in 'atoms' format (3E20.12). Note, atoms will not take the atomic
numbers, so they are not punched.
2 Yes, in format suitable for coordinates input to Gaussian. The atomic
numbers and coordinates are punched in format (I2,3E20.12).

IOp(14)

Internal coordinate linear independence.
0 Default (same as 2).
1 perform the test, but do not abort the job.
2 Do not perform the test.
3 If internal coordinates are in use, test the variables for linear
independence and abort the job if they are dependent.
10 Compute nuclear forces as well as second derivatives for the test. This
is not correct for the linear independence check, but is useful for debugging
the derivative transformation routines.
100 Abort the job if the number of Z-matrix variables is not exactly the
number of degrees of freedom (i.e., this is not a full optimization).

IOp(15)

Symmetry control.
-1  Leave symmetry in whatever state it is presently in.
0 Leave symmetry in whatever state it is presently in.
1 Unconditionally turn symmetry off. Note that Symm is still called, and
will determine the framework group. However, the molecule is not oriented.
2 Bring the molecule to a symmetry orientation, but then disable further use
of symmetry.
3 Do not even call Symm.
4 Call Symm once with loose cutoffs, symmetrize the resulting coordinates,
then confirm symmetry with tight cutoffs.
5  Recover the previous symmetry operations from the rwf, and confirm that
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the new structure has the same symmetry.
6  Same as 5, but get symmetry info from the chk.

IOp(16)

Action taken if the point group changes during an optimization.
0  Abort the job.
1  Keep going.
2  Keep going and leave symmetry on, using the old symmetry.
3  Keep going and leave symmetry on, using the new symmetry.

IOp(17)

Tolerance for distance comparisons in symmetry determination.
0  Default (determined in the symmetry package, currently 1.d-8).
N>0  10-N.
N<0 10N, use the same tolerance for orientation.

IOp(18)

Tolerance for non-distance comparisons in symmetry determination.
0  Default (determined in the symmetry package, currently 1.d-7).
N>0  10 -N.
N<0  10 N, use the same tolerance for orientation.

IOp(19)

Largest allowed point group, as Hollerith string.

IOp(20)

Number (1-3 for X-Z) of axis to help specify which subgroup of the type
specified in IOp(19) to use.

IOp(29)

Coordinate input (obsolete) or Cartesian optimization.
0 No.
1 Use Cartesians for input.
2 This will be a Cartesian, therefore full, optimization.

IOp(30)

Read in vector of atom types (for debugging).
0 No.
1 Yes, format (50I2).

Overlay 3
Overlay 3 consists of the necessary programs to evaluate the one- and two-electron integrals required for an SCF
calculation.

IOp(5)
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Type of basis set:
0 Minimal STO-2G to STO-6G.
1 Extended 4-31G,5-31G,6-31G.
2 Minimal STO-NG (valence functions only).
3 Extended lP-N1G (valence basis for coreless Hartree-Fock
pseudopotentials).
4 Extended 6-311G (UMP2 frozen core optimized) basis for first row,
MacLean-Chandler (12s,9p)-->(631111,52111) for second row. Use IOp(8) to
select 5d/6d.
5 Split valence N-21G (or NN-21G) basis for first or second row atoms
(various implementations may omit second row atoms). See IOp(6) for
determination of the number of Gaussians in the inner shell.
6 LANL ECP basis sets. IOp(6) selects options.
7 General. See routine GenBas for input instructions.
8 Dunning/Caltech basis sets. Type selected by IOp(6).
9 Stevens, Basch, Krauss, Jasien, and Cundari ECP basis sets for H-Lu.  Type
selected by Iop(6) for
H-Ar.   Literature citations in CEPPot.
10 CBS basis #1—6-31+G(d,p) on H, He 6-311+G(2df) on Li—Ne
6-311+G(3d2f) on Na—Ar.
11 CBS basis #2—6-31G, use daggers if any polarization.
12 CBS basis #3—6-311++G(2df,2p) on H—Ne 6-311++G(3d2f) on Na—Ar.
13 CBS basis #4—6-31+G(d,p) on H—Si 6-31+G(df,p) on P, S, Cl.
14 CBS basis #5—Large APNO basis set.
15 CBS basis #6—Core correlation basis set.
16 Dunning cc basis sets, type selected by IOp(6) (=0-3 for V{D,T,Q,5}Z) and
augmented if IOp(7)=10.
17   Stuttgart/Dresden ECP basis sets.  IOp(6) specifies type.
Literature citations in SDDPot.
18   Ahlrichs SV basis sets.
19   Ahlrichs TZV basis sets.
20   MIDI! basis sets.
21 EPR-II basis sets.
22 EPR-III basis sets.
23 UGBS basis set.

IOp(6)

Number of Gaussian functions:
N STO-NG,N-31G,LP-N1G,STO-NG-valence, N-21G. Note if IOp(5)=3 and IOp(6)=8;
lp-31g for Li,Be,B,Na,Mg,Al Lp-41G for other row 1 and two atoms. Default
options IOp(6)=0 if IOp(5)=0 N=3 STO-3G if IOp(5)=1 N=4 4-31G if IOp(5)=2 N=3
STO-3G (valence) if IOp(5)=3 N=3 if IOp(5)=5 N=3. When IOp(5)=7 (general bases),
this option is used to control where the basis is taken from:
0 Read general basis from the input stream.
1 Read the general basis from the rw-files and merge with the coordinates in
blank common to produce the current basis.
2 Read the general basis from the checkpoint file. This option is useful
when doing general basis geometry optimizations or properties using a
wavefunction on the checkpoint file. If non-standard ECPs are in use, they are
read along with the basis set information.
When IOp(5)=6 (LANL basis and potentials) this selects the type:
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0 LANL1 ECP, MBS.
1 LANL1 ECP, DZ.
2 LANL2 ECP (where available, otherwise LANL1), MBS.
3 LANL2 ECP (where available, otherwise LANL1), DZ.
When IOp(5)=8 (Dunning bases) this option selects the type:
0 Dunning full double-zeta.
1 Dunning valence double-zeta.
2 WAG basis (Dunning VDZ on first row, SHC ECP on second row). See Rappe,
Smedley, and Goddard, J. Phys. Chem. 85, 1662 (1981) and J.
Phys. Chem. 85, 3546 (1981).
When IOp(5)=9 (CEP basis) this option selects the type (H-Ar only):
0 CEP-4g.
1 CEP-31g.
2 CEP-121g.
When IOp(5)=17 (Stuttgart/Dresden ECP bases) this option selects the type
according to the following:
1  SDD for Z > 18, D95V, no ECP otherwise.
2  SDD.

IOp(7)

Diffuse and polarization functions.
0 None.
1 D-functions on heavy atoms (2nd row only for 3-21g).
2 2 d-functions on heavy atoms (scaled up and down by a factor of 2 from the
standard single-d value).
3 One set of d-functions and one set of f-functions on heavy atoms.
4 Two sets of d-functions and one set of f-functions on heavy atoms.
5 Three sets of d-functions.
6 Three sets of d-functions and one set of f-functions.
7 Three sets of d-functions and two sets of f-functions.
8 CBS-Q d(f),d,p polarization basis.
10 A set of diffuse sp-functions on heavy atoms.
100 P-functions on hydrogens.
200 2 sets of p-functions on hydrogens.
300 One set of p-functions and one set of d-functions on hydrogens.
400 Two sets of p-functions and one set of d-functions on hydrogens.
500 Three sets of p-functions.
600 Three sets of p-functions and one set of d-functions.
700 (2d,d,p) –  2d on 2nd and later atoms, 1d on 1st row atoms.
1000 A diffuse s-function on hydrogens.

IOp(8)

Selection of pure/Cartesian functions.
0 Selection determined by the basis:
N-31G 6d/7f
N-311G... 5d/7f
N-21G*... 5d
STO-NG* 5d
LP-N1G* 5d
LP-N1G** 5d
general basis 5d/7f
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1 Force 5d.
2 Force 6d.
10 Force 7f.
20 Force 10f.

IOp(9)

Where 308 should store dipole velocity integrals.
0 Usual place (572).
-1 Write over the dipole length integrals (518).
N Store in rwf N.
Modification of internally stored bases.
0 None.
1 Read in general basis data in addition to setting up a standard basis.
10 Massage the data in common /b/ and common /mol/.
Defaults:
STO-NG standard scale-factors. For VSTO-NG, the values for H-Ar can be
determined by Slater's rules:
H=1.2,He=1.7,Li-Ne=0.325*(IA-1),Na-Ar=(0.65*i-4.95)/3.
Atom   1s   2sp  3sp
H 1.24
He 1.69
Li 2.69 0.80
Be 3.68 1.15
B 4.68 1.50
C 5.67 1.72
N 6.67 1.95
O 7.66 2.25
F 8.65 2.55
Ne 9.64 2.88
Na 10.6 3.48 1.75
Mg 11.5 3.90 1.70
Al 12.5 4.36 1.70
Si 13.5 4.83 1.75
P 14.5 5.31 1.90
S 15.4 5.79 2.05
Cl 16.4 6.26 2.10
A 17.4 6.74 2.33
Inner shells are best atom values J.Chem.Phys. 38, 2686 (1963).
Outer shell has been selected on the basis of numerous optimization studies on
varied small molecules. N-31G (also N-31G* and N-31G**) standard scale-factors.
Hydrogen:
1s 1s*
H 1.20 1.15
First row atoms:
Atom 1s 2sp 2sp*
B 1.00 1.03 1.12
C 1.00 1.00 1.04
N 1.00 0.99 0.98
O 1.00 0.99 0.98
F 1.00 1.00 1.00
Second row atoms:
Atom 1s 2sp 3sp 3sp*
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P 1.00 1.00 0.98 1.02
S 1.00 1.00 0.98 1.01
Cl 1.00 1.00 1.00 1.01
Lp-N1G  Scale=1.0 for Li-Ar (inner and outer)
Standard polarization exponents for N-31G* and N-31G** bases:
Atom Value
H 1.1
Li 0.2
Be 0.4
B 0.6
C-Ne 0.8
Standard polarization exponents for STO-NG* basis:

Atom Value

Na, Mg 0.09 Al-Cl 0.39

IOp(11)

Control of two-electron integral storage format.
0 Regular integral format is used.
1 Raffenetti '1' integral format is used. Can only be used with the closed
shell SCF.
2 Raffenetti '2' integral format. Suitable for use with the open shell (UHF)
SCF.
3 Raffenetti '3' integral format. Suitable for use with open shell RHF SCF
and the post-SCF procedures, but not yet accepted by them.
9 Use ILSW to decide between Raffenetti 1 and 2.

IOp(12)

Flag for MNDO runs, to account for sparkles and translation vectors
properly.
Flag for semi-empirical runs, to account for sparkles, translation vectors
and d functions properly:
1  MNDO/AM1.
2  CNDO/2, INDO/2.
3  ZINDO/1, ZINDO/3.

IOp(13)

Nuclear center whose Fermi contact terms are to be added to the core
Hamiltonian. The magnitude is specified by IOp(15).

IOp(14)

Addition of electrostatic integrals to core Hamiltonian.
0 No.

1x SCRF calculation—multiply moments by fudge factor for charged species.●   

5 Read components of electric field only from /Gen/ on checkpoint file.●   

4 Read components of moments off rwf 521 on chk file.●   

3 Read components of electric field only from /Gen/.●   
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2 Read components of moments off rwf 521.●   

1 Yes, read 12 cards with x,y,z components of electric field, followed by xx,yy,zz,xy,xz,yz electric field gradient,
xxx,yyy,zzz,xyy,xxy,xxz,xzz,yzz,yyz,xyz field second derivatives, and xxxx,yyyy,zzzz,xxxy,
xxxz,yyyx,yyyz,zzzx,zzzy,xxyy,xxzz,yyzz,xxyz,yyxz,zzxy field third derivatives in format (3d20.10). (These
correspond to dipole, quadrupole, octopole, and hexadecapole perturbations).

●   

1-34 Just component number n in the above order with magnitude given by IOp(15). The nuclear repulsion energy is also
modified appropriately, and the electric field is stored in Gen(2-4).

IOp(15)

Magnitude of electric field.
N N * 0.0001.

IOp(16)

Pseudopotential option.
0 No pseudopotentials. L305 and L306 do nothing.
1 Pseudopotentials. L305 will recover the effective-core potential formulae
from logical unit KTape (file gauss_ExeDir:LP.FRM) and write them into the
rw-files. If the file cannot be opened the formulae will be recomputed and
written to the read-write file only. If the formulae read-write files already
exist, this routine will do nothing.
2 Pseudopotentials. L305 will compute the effective-core potential formula
and write them both into the rw-files and to logical unit KTape (FORTRAN unit
31).
Note IOp(17)-IOp(19) apply only if IOp(16)=1.

IOp(17)

Specification of pseudopotentials.
-1 Read potential in old format.
1 Use internally stored 'coreless Hartree-Fock'.
2 Goddard/Smedley SECE/SHC potentials.
3 Stevens/Basch/Krauss CEP potentials.
4 LANL1 potentials.
5 LANL2 potentials.
6-7 Saved for future internally stored potentials.
8 Read in from cards (see PInput for details).
9  Dresden/Stuttgart potentials - SDD combination
10  Dresden/Stuttgart potentials - SDD for Z > 18, D95V, no ECP
otherwise.
11  Dresden/Stuttgart potentials - SDF
12  Dresden/Stuttgart potentials - SHF
13  Dresden/Stuttgart potentials - MDF
14  Dresden/Stuttgart potentials - MHF (first set)
15  Dresden/Stuttgart potentials - MHF (second set)
16  Dresden/Stuttgart potentials - MWB (first set)
17  Dresden/Stuttgart potentials - MWB (second set)
18  Dresden/Stuttgart potentials - MWB (third set)

IOp(18)

G98 IOps

http://www.gaussian.com/iops.htm (19 of 86) [2/2/2000 4:24:23 PM]



Printing of pseudopotentials.
0 Print only when input is from cards or if GFPrint was specified.
1 Print.
2 Don't print.

IOp(19)

Specification of substitution potential type.
0 Do not use any substitution potentials.
N Replace the standard potential of this run (e.g. CHF), with a substitution
potential of type N wherever such a substitution potential exists.

IOp(20)

Size of buffers for integral file.
0 Default (machine dependent; 16384 integer words on VAX, 55296 words on
Cray).
N N integer words.

IOp(21)

Size of buffers for integral derivative file. No longer used.
0 Default (3200 integer words).
N N integer words.

IOp(22)

Control of the pre-cutoff in the two-electron d-integral program. Used only
in l312.
0 No pre-cutoff.
1 Pre-cutoffs designed for the 6-31G* basis.

IOp(23)

Disable use of certain basis functions.
0 Use all basis functions.
1 Read in a list of basis function numbers in format (10I5), terminated by a
blank line, and set their diagonal core Hamiltonian elements to +100.0.

IOp(24)

Printing of Gaussian function table.
0 Default (don't print).
1 Print table.
2 Do not print table.
10 Print as GenBas input.

IOp(25)

The number of the last two-electron integral link.

2 Use integrals from a previous job. Read /IBF/ from the checkpoint file.●   

1 Integrals produced earlier in the current calculation are being reused. Use the /IBF/ already on the rwf.●   

0 Two-electron integrals are not used. 1 Direct SCF. >0 Link number.
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IOp(26)

Accuracy option.
0 Default. Integrals are computed to 10-10 accuracy.
1 Test. Do all integrals as well as possible in L311.
2 STO-3G. Use old very inaccurate cutoffs in Link 311.
10 Test. Do all integrals as well as possible in L314.
20 Sleazy. Use looser cutoffs in L314.

IOp(27)

Handling of small two-electron integrals.
0 Discard integrals with magnitude less than 10-10.
N Discard integrals with magnitude less than 10-N.

IOp(28)

Special sp code control.
0 Default, use IsAlg.
1 All integrals with d's—L311 does nothing.
2 sp integrals in Link 311, d and higher elsewhere.

IOp(29)

Accuracy in L302:
0 Default (10-12).
N 10-N.

IOp(30)

Control of two-electron integral symmetry.
0 Two-electron integral symmetry is turned off.
1 Two-electron integral symmetry is turned on. Note, however, the set2e will
interrogate ILSW to see if the symmetry rw-files exist. If they do not, symmetry
has been turned off elsewhere, and set2e will also turn it off here.

IOp(31)

Use of symmetry in computing gradient (obsolete).

IOp(32)

Whether to check the eigenvalues of the overlap matrix:
0  Default (4).
1  Yes.
2  No.
3  Yes, and reduce expansion space if linear dependence is found (NYI).
4  Yes, and use Schmidt orthogonalization to reduce expansion space.

IOp(33)

Integral package printing.
0 Do integrals are printed.
1 Print one-electron integrals.
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3 Print two-electron integrals in standard format.
4 Print two-electron integrals in debug format.
5 Combination of 1 and 3.
6 Combination of 1 and 4.

IOp(34)

Dump option.
0 No dump.
1 Control words printed (as usual).
2 Additionally, common/b/ is dumped at the beginning of each integral link.
3 Additionally, the integrals are printed (standard format).

IOp(35)

Last integral derivative link (no longer used in overlay 3).
0 The link that starts writing the integral derivative file should also
close it.
N The number of the last two-electron integral derivative program.

IOp(36)

Maximum order of multipoles to compute in L303:
-1 None.
0 Default (hexadecapoles).
1 Dipole.
2 Quadrupole.
3 Octopole.
4 Hexadecapole.
00 Default (same as 20).
10 Do not compute absolute overlaps.
20 Compute absolute overlap over contracted functions.
30 Compute absolute overlap over both contracted and over primitive
functions.

IOp(37)

Whether to sort integrals in L320.
0 Default (No).
1 Yes.
2 No.

IOp(38)

Algorithm for 1e integrals:
0 Default in 302, same as 1.
1 PRISM.
2 RYS.
00 Default in 308, same as 1.
10 PRISM.
20 Explicit SPDF code.

IOp(39)
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Initialization of force and force constant rwfs.
0 Initialize.
1 Leave alone.

IOp(40)

Neglect of integrals:
0  Keep all integrals.
1  Neglect four center integrals.
2  Neglect three center two-electron integrals as well.
3  Neglect 2e integrals with diatomic differential overlap.
10  Neglect three center one-electron integrals.
20  Neglect 1e integrals with diatomic differential overlap.
30  Do only overlap and not other 1e integrals.

IOp(41)

NDDO approximation, with parametrization.
0  No.
1  Yes.
00  Default use of beta parameters (arithmetic mean for indo parameters,
geometric mean for NDDO/1 or read-in parameters).
10  Arithmetic mean.
20  Geometric mean.
000  Default parameters (same as 5).
100  Read parameters for atomic numbers 1-18 in the order
Scale (D20.12), followed by ((HDiag(J,I),J=1,3),I=1,18) (Format 3D20.12),
followed by ((Beta(J,I),J=1,3),I=1,18)
200  Read parameters from rwf.
300  Read parameters from chk.
400  Original INDO/2 Beta and HDiag Parameters.
500  GNDDO/1 parametrization.
0000  Use STO-3G scale factors.
1000  Use Slater's rules scale factors.
00000  Default (unit overlap matrix).
10000  Use the unit matrix for the overlap.
20000  Use the real overlap matrix.
100000  Do CNDO/2.
200000  Do INDO/2.
300000  Do ZINDO/1.
400000  Do ZINDO/S.

IOp(42)

How to form NDDO core Hamiltonian in L317:
0  Default (same as 1).
1  Read the integrals sequentially.
2  Load all the integrals into memory.

IOp(43)

Solvent charge distribution to add to Hamiltonian:
0 None.
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1 Read charges and DBFs from input stream in input orientation.
2 Read from rwf.
3 Read from chk.
4  Same as 1.
5  Read charges and DBFs from input stream in standard orientation.
10  Force units of Angstroms for coordinates.
20  Force units of Bohr for coordinates.
If negative, the perturbation is computed separately and stored in the third
and fourth matrices in the core Hamiltonian rwf.

IOp(44</H4>

Integral rejection using L318.
0  Keep all integrals.
1  Neglect four center transformed integrals.
2  Neglect four center and 3 center (ab|ac) integrals.
3  Neglect four center and three center (0,0) integrals.
4  NDDO approximation — no (ab|xx) and no <a|X|b>.
5  NDDO on 2e and V ints only — T and S unchanged.
6  Do not transform 2e integrals, only 1e.

IOp(45)

Transformation matrix in L318.
0 Use S-1/2.
1 Just orthogonalize functions on the same center.
2 Use unit matrix (for debugging).
Order of multipoles in SCRF for L303.

IOp(46)

Whether to abort the job if badbas detects an error:
0 Default (Yes).
1 No.
2 Yes.

IOp(47)

Flags for use in PRISM and CalDFT throughout the program.
-1  Force use of only the OS path for all calculations.
Bit flags:
0  If bit 1 is set (use AllowP array) then read in a list of allowed paths.
1  If bit 2 is set, force front and back end memory allocations to match.
Otherwise, allocate separately.
2  Run a script to execute Prism, ChewER, or CalDFT.
3  Use unformatted I/O on the data for the script process.
4  Do not do extra work to use cutoffs better, currently only affects
CalDFT.
5  Reverse normal choice of diagonal/canonical sampling in Prism and PrmRaf.
 The default is diagonal only on vector machines.
6  Trace input and output using Linda/subprocess.
7  Force single matrix code in CPKS.
8  Force all near field in FMM.

G98 IOps

http://www.gaussian.com/iops.htm (24 of 86) [2/2/2000 4:24:24 PM]



9  Turn off vFMM.
10  Force square loops, currently only in PrismC.
11  Force use of FoFCou, even if not doing FMM.
12 Reverse normal choice of Scat20 vs. replicated Fock matrices.  Default is
to use replicated matrices  only on Fujitsu and NEC.

IOp(48)

Options for FMM: RRLLNNTTWW.
RR  Range (default 2)
LL  LMax (default from tolerance)
NN  Number of levels (default 8)
TT  Tolerance (default 18)
WW  IWS (default 2).

IOp(49)

More options for FMM:
1  Use FMM.
2  Uncontract all shell pairs.
4  Apply symmetry to derivative distributions (NYI).
8  Do not save as many multipole expansions as possible in memory.
16  Turn on FMM print.
32  Convert to sparse storage under FoFCou for testing.

IOp(51)

Parameters for NF exchange and box length (MMMMNN):
00  No NFx
NN  NFx range NN (R+n with n=NN-1).
0000xx  Default box range, based on geometry but minimum 3.0 Bohr).
MMMMxx   Box range MMMM/10 Bohr.

IOp(52)

Turn off normal evaluation of ECP integrals.
0  Default:  if needed, ECP integrals are evaulated in L302.
1  Old routines will be used, so L302 does not do ECP ints. 

IOp(53)

Accuracy in ECP integral evaluation:
0  Default.
-1  No Cutoffs.
N  10-N.

IOp(54)

Type of core density to use with ECPs:
-1  None.
0  Default (None).
1  Non-relativistic.
2  Relativistic.
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IOp(55)

Use of sparse storage:
N<-100  Yes, cutoff 5 x 10 (N+100).

3 Yes, intermediate accuracy (5x10-7).●   

2 Yes, crude accuracy (5x10-5).●   

1 Yes, default accuracy (10-10).●   

0 No. N Yes, cutoff 10(-N).

IOp(56)

Cutoff for intermediate matrices during sparse operations:
0  100 times smaller than storage cutoff.
N  10(-N) .

IOp(57)

Number of core electrons for Stuttgart/Dresden ECP's.

IOp(58)

Cholesky control options.

IOp(59)

Threshold for throwing away eigen vectors of  S:
0  Default (10-3).
N  10-N.

IOp(60)

Control of orthogonalization and simplification of CCP basis sets.
0  Default (1).
1  Orthogonalize and remove primitives with 0 coefficients.
2  Orthogonalize and remove primitives with 0 or small coefficients.

Overlay 4
This overlay consists of programs that produce an initial guess to the solution of SCF equations. This guess is in the form
of molecular orbital coefficients and/or density matrices that are stored on the appropriate read-write files. The options
for Overlay 4 are described below:

IOp(5)

Type of guess (401, NYI in 403).
0 Default. This gives a projected ZDO guess.
1 Read guess from the checkpoint file.
2 Guess from core Hamiltonian.
3 Huckel guess (only valid for NDDO-type methods).
4 Projected ZDO guess.
5 Renormalize and orthogonalize the coefficients that are currently on the

G98 IOps

http://www.gaussian.com/iops.htm (26 of 86) [2/2/2000 4:24:24 PM]



read-write files.
6 Renormalize and orthogonalize intermediate SCF results that are on the
rwf.
7 Read intermediate SCF results that are on the checkpoint file.
8 Read the generalized density specified by IOp(38) from the chk file and
generate natural orbitals from it.
9 Read the generalized density specified by IOp(38) from the rwf file and
generate natural orbitals from it.
10 Use the simultaneous optimization recipe: S-0.5 * V.
100  Convert Guess=Check to generating guess if nothing is on the checkpoint
file.
Note that variable IGuess for this option has 4,3,2,1 corresponding to
1,2,3,4 above.

IOp(6)

Forced projection when guess is read from cards (401).
0 Force projected guess, even when bases are identical.
1 Force projected guess, even when bases are identical.
2 Suppress projection.
00 Default orthogonalization (perform).
10 Schmidt orthogonalize guess orbitals.
20 Suppress orthogonalization.
000  Default MO checking (yes).
100  Check MOs for othornormality.
200  Don't check MOs for othornormality.

IOp(7)

SCF constraints (401,402,403).
0 Use ILSW to determine.
1 Real RHF.
2 Real UHF.
3 Complex RHF.
4 Complex UHF.
5 Complex, but use ILSW to decide whether RHF/UHF.
6 Real ROHF.

IOp(8)

Alteration of configuration (401).
0 Do not alter configuration.
1 Read in pairs of integers in free format indicating which pairs of MO's
are to be interchanged. Pairs are read until a blank card is encountered.
2 Read alteration information from the read-write file.
Note: If the configuration is altered on an open shell system, two sets of
data as described above will be expected, first for alpha, second for beta.

IOp(9)

SCF symmetry control (401).
0 Default (same as 104).
1 Read groups of irreducible representations to combine in the SCF. These
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are read before any orbitals and before alteration commands.
2 Use no symmetry in the SCF.
3 Pick up the symmetry mixing information from the alteration read-write
file.
4 Use the full Abelian point group, as represented by the symmetry adapted
basis functions produced by Link 301. Initial guess orbital symmetries are
assigned.
5 Use symmetry in SCF if possible, but do not assign initial guess Abelian
symmetries.
10 Localize all occupied orbitals together and all virtual orbitals
together.
20 Localize the orbitals within the selected or defaulted symmetry.
100  Assign orbital symmetries for printing in full symmetry.
200  Do not assign orbital symmetries in full symmetry.
This option can cause the symmetry adapted basis function common blocks to
be modified.

IOp(10)

Orbitals to mix to form complex guess (401).
0 Mix the HOMO with the LUMO.
1 Read from cards (2I3) pairs of integers indicating which pairs of orbitals
are to be mixed. Reading is terminated by a blank card.
Note: The same considerations for open shell systems which applied in IOp(8)
apply here, also.

IOp(11)

Type of ZDO guess (401).
0 Best available.
1 Huckel.
2 CNDO.
3 INDO.

IOp(12)

Off diagonal scale factor for huckel guess (401).
0 Default. (K/2=.875)
N (K/2=N*.4375)

IOp(13)

Mixing of orbitals (401).
0 No mixing.
1 LUMO = LUMO + HOMO (alpha) and LUMO = LUMO—HOMO (beta). Note that
this will usually destroy both spatial and alpha/beta symmetry. The mixing is
done after any alterations.

IOp(14)

Reading of specific orbitals (401).
0 No.
1 Yes. For alpha orbitals, read one card with the format for the orbitals,
followed by zero or more sets of IVec (i5)—vector to replace. If IVec is
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-1, all NBasis vectors follow. (Vector(I),I=1,NBasis)—vector in the
specified format. Input is terminated by IVec=0. For beta orbitals, the same
format as for alpha is used. Note that if alter is also specified, the
replacements are read before the corresponding alterations (thus the order is
alpha orbitals, alpha alterations, beta orbitals, beta alterations).

IOp(15)

Spin-state for initial guess (401).
0 Use multiplicity in /mol/.
N Use multiplicity N. This is useful for generating guesses for open-shell
singlets or unusual spin states involving orthogonal orbitals by treating them
as high-spin in the guess (which only does UHF).

IOp(16)

Whether to translate basis functions of read in guess (401).
0 Default (same as 1).
1 Use the basis functions as is.
2 Translate to the current atomic coordinates.

IOp(17)

Number of open-shell orbitals (Not electrons) in 402.
0 # open electrons.
N N.

IOp(18)

Number of orbitals in CI in 402.  Default is number of open shells.
Number of orbitals in the CAS space.

IOp(19)

L402: Spin change in CI (default based on multiplicity).

L405: Truncation level for excitations—default full CAS.   

IOp(20)

Type of model (402): (This is also tested in 401 to see whether atomic
number greater than 102 are special flags).
0 Default (AM1).
1 CNDO.
2 INDO.
3 MINDO/3.
4 MNDO.
5 AM1.

IOp(21)

SCF type (402).
0 Default. (No Pulay, no Camp-King, 3/4 point on unless Pulay or Camp-King,
use pseudo-diagonalization).
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1 3/4.
2 No 3/4.
10 No Pulay (DIIS).
20 Pulay.
100 No Camp-King.
200 Camp-King.
1000 Use pseudo-diagonalization.
2000 No pseudo-diagonalization.
Flags for MC-SCF (L405):
1 Read options from input stream.
10 Use Slater determinants.
100 Just list configurations.
1000 Use determinant basis with Sz=b/2.
10000 Write unformatted file (NDATA) of symbolic matrix elements.
100000 Write formatted file of symbolic matrix elements.

IOp(22)

Derivatives (402).
0 No.
1 Yes.
2 2nd derivatives.
12 Restart 2nd derivatives.
100 Do 1st derivatives analytically if possible.
More flags for MC-SCF:
1 Iflag2.

IOp(23)

Number of iterations (402, 403).
0 Default.
N N.
Ndiag in L405.

IOp(24)

Whether to update orbitals, eigenvalues, /Mol/, and ILSW on the rwf (402).
0 Default (Don't update).
1 Update. (For straight semiempirical calculations).
2 Don't update. (For Opt=MNDOFC).
3 Update, but don't convert from Lowdin orbitals.
10 Update second force array instead of first. (For Opt=MNDOFC).
NRow in L405.

IOp(25)

Wavefunction (402).
0 Default (same as 1).
1 Single determinant, RHF/UHF from IOp(5).
2 ROHF (NYI).
3 Biradical 1/2 CI (only for MINDO3,MNDO,AM1).
4 Closed-shell 1/3 CI (only for MINDO3,MNDO,AM1).
5 General CI, using specified orbitals.
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-N General CI, with N microstates read in.
10  Binary switches in L405.

IOp(26)

Control of ZIndo program (L403):
0  SCF
1  MP2
2  CI
00  Ordinary CNDO/INDO interaction factors.
10  Spectroscopic singlet interaction factors.
20  Spectroscopic triplet interaction factors.
30  Transition metal complex interaction factors.
000  ZDO.
100  Solve H-SE.

IOp(27)

ISW1 option for ZIndo program (403).

IOp(28)

SCF Convergence (10**-N, default 10**-7).

IOp(29)

Maximum CI size (403, default 120).
NC in L405.

IOp(30)

CI excitation control in L403.

IOp(31)

Root to solve for in CI (402) (Default is 1).

IOp(32)

CutOff for +++ rule in L403.
-1  Default (250 NM).
0  No +++ rule calculation
N  Cutoff N nm.

IOp(33)

Printing of guess.
0  No printing.
1  Print the mo coefficients.
2  Print everything.

IOp(34)

Dump option.
0  No dump.
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1  Turn on all possible printing.

IOp(35)

Overlap matrix.
0  Default (copy on disk is used).
1  Overlap assumed to be unity.
2  Copy on disk is used.

IOp(36)

ZIndo reformating.
0  No.
1  Yes, reformat ZIndo integrals and wfn into rwf.

IOp(37)

Selection of old MNDO parameters in L402:
0  Defaults.
1  Old Si parameters.
2  Old S parameters.

IOp(38)

Generalized density to use for natural orbitals:
N  Density number N.

IOp(43)

= IDiEij =  Switch for direct Matel calculation.
= 0  For normal route, with all Matels calculated here and stored on disk.
Configs printed as normal.
= 1  For direct route. Eij is calculated here and stored on disk. A flag is
automatically sent to L510 to tell it to compute the remaining Matels directly.
This type of computation can only be done in a CAS comp. L510 must also use
Lanczos. The configurations will not be listed unless see below.
= 2  As option 1, but all configurations are printed. This is the only way
to print configurations in a direct Matel calculation, since there can be many
thousands in a large CAS.

IOp(44)

=1  Prepare input for Mp2 implies iop(21)=10 Slater Det. Option generates
data for use in MC-SCF generation of zeroth order H. 
Note:  For b=0, i.e., no unpaired spins forces, use Clifford Algebra
Spinors instead of simple determinants.

IOp(45)

= Ipairs =  Number of GVB pairs in GVBCAS.
= 0  Default. No pairs, normal CAS calculation.
= n  There are n pairs: 2*n extra orbitals and electrons will be added into
the active space later. L405 performs a CAS on the inner space, and sets up L510
to compute extra Matels, etc. implicitly. This is a normal GVBCAS calculation.
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= -n  There are n pairs: 2n orbitals and electrons of the specified CAS are
to be considered to be GVB type orbitals when generating configurations /
Matels. L510 will execute normally. This occupies as much space as a full CAS in
this link, but is smaller subsequently. This is the GVBCAS test mode.

IOp(46)

CI basis in CASSCF:
1  Hartree-Waller functions for singlets 
2  Hartree-Waller functions for triplets 
3  Slater Determinants  
10  Write SME on disk

IOp(47)

Convert to sparse storage after generating guess.
0  No.
N  Yes. Use threshold 10-N.

IOp(48)

Whether to do (sparse) Conjugate Gradient methods in 402:
0  No.
1  Yes. Use Lewis dot structure guess density.
2  Yes. Use diagonal guess density.

IOp(60)

The maximum conjugate gradient step size (MMNN):
0000  No maximum step size.
MMNN  Step size of MM.NN.

IOp(61)

Sparse SCF Parameters:
MM  Maximum number of SCF DIIS cycles. (MM=00 defaults to 20 cycles, MM=01
turns DIIS off)
NN00  F(Mu,Nu) atom--atom cutoff criterion (angstroms) Mu, Nu are basis
functions on the same atom. (defaults to no F(Mu,Nu) cutoff).
PP0000  F(Mu,Lambda) atom--atom cutoff criterion (angstroms) Mu, Lambda are
basis functions on different atoms. (defaults to 15 angstroms).

IOp(62)

Conjugate-Gradient Parameters.
MM  Maximum Number of CG cycles per SCF iteration. (defaults to 4 CG
cycles).
NN00  Maximum Number of purification cycles per CG iteration. (defaults to 3
cycles).
00000  Do not use CG DIIS.
10000  Use CG DIIS.
000000  Polak-Ribiere CG minimization.
100000  Fletcher-Reeves CG minimization.
0000000 Use diagonal preconditioning in Conjugate-Gradient.
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1000000 No preconditioning.

IOp(63)

Flags for terms included in MM energy:
0  Default (111111)
1  Turn on all terms, r**-1 Coulomb.
2  Turn on all terms, r**-2 Coulomb.
10  Turn on non-bonded terms.
100  Turn on inversions/improper torsions
1000  Turn on torsions.
10000  Turn on angle bending.
100000  Turn on bond stretches.

IOp(64)

Cutoff for MM non-bonded term.
0  Default (no cutoff).
N  10-N.

IOp(65)

Tighten the zero thresholds as the SCF calculation proceeds.
0  Default: Yes, initial threshold 5x10-5.
1  No variable thresholds.
N  10-N.
N  Yes, initial threshold 10(-N).
N<-100  Yes, initial threshold 5 x 10(N+100).

IOp(66)

Dielectric constant to be used in MM calculations.
0  Eps = 1.0.
N  Eps = N / 1000.

IOp(67)

Whether to use QEq to assign MM charges:
0  Default (111 if UFF, 2 otherwise, 1==> 221)
1  Do QEq.
2  Do not do QEq.
00  Default (10)
10  Do for atoms which were not explicitly typed.
20  Do for all atoms regardless of typing.
000  Default (100)
100  Do for atoms which have charge specified or defaulted to 0.
200  Do for all atoms regardless of initial charge.

Overlay 5
Overlay 5 consists of a series of C programs that perform various types of SCF calculations.
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IOp(5)

Direct SCF control (L502, L508).
0  Default (same as 1).
1  Read the integrals off disk.
2  Compute 2e integrals.
3  Compute 2e integrals, and use FMM for long-range Coulomb interactions.
NNNNNx     Use option NNNNN in control of 2e integral calculation.
0000000       Default—incremental Fock matrix formation only for direct
SCF.
1000000       Form full Fock matrix every time.
2000000       Form delta-F each iteration—only in L502.

IOp(6)

Convergence (RMS density except in L506 (SQCDF), L508(rms rotation
gradient), and L510 (Energy)).
0 10-8, except 10-8 in L510.
N 10-N.

IOp(7)

Maximum number of iterations.
0 64, except 512 in L503.

IOp(8)

Selection of the procedure of direct minimization (L503).
0 Steepest descent with search parameters default.
1 Steepest descent with search parameters read (see below).
2 Classical SCF (Roothaan's method of repeated diagonalization.
4 Conjugate gradients with search parameters default.
5 Conjugate gradients with search parameters read (see below). The search
parameters are max. number of search points (I1) min. number of search points
(I1) initial stepsize, tau (G18.5) scaling factor for subseqent. Tau (G20.5)
Q(G20.5).
Search method (L508).
0 Default (123).
1 Steepest descent.
2 Scaled steepest descent.
3 Quadratic convergence (after rotation gradient is sufficiently small).
00 Default linear search (full search).
10 Do a full linear search to locate a minimum.
20 Do a linear search only if the energy goes up after the initial step.
000 Default handling of wrong curvature (switch direction).
100 Reverse direction if curvature in NR step direction is wrong.
200 Take pure NR steps, even if curvature is wrong.
Flags for L510:
1 IRdF2, read damping coefficients.
10 IFrzCI, freeze CI coefficients after 1st iteration.
100 Read unformatted symbolic matrix elements from NDATA instead of rwf.
1000 Read in damping factors from cards.
10000 Use Levy damping.
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100000 Read Fock matrix restriction matrix.

IOp(9)

Switch to classical SCF after density matrix has achieved a certain
convergency (L503 only).
0 No.
1 Yes, criterion default 10(-3).
2 Yes, criterion read in (format G16.10).
Number of pair iterations (L504, L506).
-1 None; coefficients are frozen at initial values (L504 only, causes
coefficients to be read in order 11 12 22.
0 5.

IOp(10)

IVShft Level shifting:
-1  No level shifting.
0  Default: Shift levels by 0.1 if any transition metals are present,
otherwise no shift.
N  Shift by 0.001N.

IOp(11)

3- and 4-point density extrapolation control (L501, L502, L503 has only 4
point, L505).
0 Both 3-point and 4-point extrapolation are performed when applicable.
1 3-point extrapolation is inhibited, but the program will still perform
4-point extrapolation when possible.
2 Both 3-point and 4-point extrapolation schemes are 'locked out' (i.e.,
disabled).

IOp(12)

Whether to allocate only two N2 arrays for RHF:
0  Default (No).
1  Yes.
2  No.
Number of GVB pairs (L506). If non-zero, the number of orbitals in each pair
is read in format (30I2). Each pair consists of the highest available occupied
from the guess (after high spin orbs are accounted for) and the lowest available
virtuals. If <0, pair coefficients are read; otherwise standard initial
values are used.

IOp(13)

Action on convergence failure (L501,L502,L505).
0 The run is terminated in error mode (via LNK1E) if the SCF fails to
converge.
1 The run is allowed to continue, but the convergence failure bit in ILSW is
set.

IOp(14)
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UHF test option (L501).
0 No.
1 Turn the current run into a UHF run at the end of this link.
10  Terminate after compute 2e term at first iteration.
Control of annihilation of spin contaminants (L502).
0 Calculation is performed (provided of course that enough space exists in
the rw-files).
1 Calculation is bypassed.
2 Calculation is performed, contingent on space, and the system rw-files for
the appropriate density matrices are updated (useful if one wants a population
analysis).
Reordering of the orbitals (maintaining continuity of the wavefunction along
the search path, L503).
0 On Bessel criterion.
1 On stronger individual-overlap criterion.
2 Off.
Flags for MC-SCF:
1 Skip valence-valence Fock matrix elements.
10 Skip core-valence Fock matrix elements.
100 Skip valence-virtual Fock matrix elements.
1000 Skip core-valence Fock matrix elements.
10000 Use full diagonalization method rather than Lanczos. (Obsolete; use
IOp(17)).
100000 State average density matrices.

IOp(15)

Apply Abelian symmetry constraints on orbitals.
0 Default (1 for L502, 2 for L501 and L506).
1 No.
2 Yes, keep occupation of each irrep. the same as the initial guess.
3 Yes, keep overall wavefunction the same as the initial guess, but doing
the minimal amount of orbital switching to accomplish this.
00  Default (use Abelian symmetry in diagonalization).
10  Use Abelian symmetry in diagonalization.
20  Do not use Abelian symmetry in diagonalization.
Controls the autoadjustment of tau (L503).
0 Done.
1 Tau is kept fixed.

IOp(16)

Diagonalization method (L502):
0 Default (use DiagD).
-N Pseudo-diagonalization with real diagonalization every Nth cycle.
1 DiagD.
2 KyDiag.
3 Pseudo-diagonalization whenever possible.
Inhibit performance of minimization of alternate wavefunction provided by
second order procedures (L503).
0 No.
1 Yes.
Selection of OCBSE vectors (L506).
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0 By eigenvalue.
1 By energy least change.
2 By orbital least change.
Lanczos starting vector in L510:
-1 Read in eigenvector.
0 C(1) = 1.0.
N C(N) = 1.0.

IOp(17)

Condition off-diagonal terms of the Fock matrix (L503). Set to zero if
gabs(f(i,j)).le.fuzzy. Delete coupling terms between almost degenerate (delta e
.le. degen) MO Vectors.
0 Fuzzy=1.d-10, degen=2.d-5.
1 Fuzzy and degen read in (2d20.14).
Selection of virtual orbitals (L506).
0 Virtuals obtained by diagonalization of Hamiltonians.
1 Virtuals obtained by Schmidt orthogonalization to occupieds.
Use of symmetry (in L501, L502, and L508) and linear equation convergence
(in L508):
00 Default (32 for 502, 12 for 508).
1 Choose LinEq convergence based on orbital gradient.
2 Always use tight convergence.
3 Tighten convergence by an extra factor of 10.
10 If 2E symmetry is on, symmetrize Fock matrices and require proper density
matrix symmetry.
20 If 2E symmetry is on, replicate integrals so that density matrices and
wavefunctions need not be symmetric.
30 If 2E symmetry is on, choose between replicating integrals and
symmetrizing the Fock matrix based on whether the current density matrix is
symmetric.
40 If 2E symmetry is on, symmetrize Fock matrices using non-Abelian
operations.
100 Force the density matrix to have full symmetry at the first iteration.
200 Force the density matrix to have full symmetry at every iteration.
MC-SCF flags:
0 Orthogonalize C,O,V by separate Lowdin, then Schmidt.
1 Lowdin orthogonalize C+O and V, then Schmidt.
2 Just Schmidt.
10 Don't use natural orbitals each iteration. Bad for 1st order method.
100 Use full 2nd order convergence.
200 2nd order iteration at end, in preparation for CP MC-SCF.
1000 Generate data for multi-reference MP2.
10000 Attempt to control root flipping in CI.
100000 Read CI vector and use it every iteration.
1000000 Use full diagonalization method rather than Lanczos.

IOp(18)

Cutoff criteria in symmetry determination of MOs (L503)—symmetry is
determined if largest off-diagonal MO Fock-matrix element
gabs(f(i,j)).ge.sthrs-elements gabs(f(i,j)).le.span are considered to be zero.
0 STHRS=1.d-4, span=5.d-7.
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1 STHRS and SPAN read in (2d20.14).
Damping (L506).
Maximum rotation gradient for Newton-Raphson in L508 (above this value,
scaled steepest descent is used):
0 Default (1.d-2).
N 10-N.

IOp(19)

Override integral storage control (L501, L502, L506, L508):
-1 Choose the best given amount of memory available.
0 2 if possible, otherwise 1.
1 Forbid In-Core: force re-reading of integrals even if they fit in 2
buffers if conventional. Do not convert to In-Core if direct and enough memory
for In-Core is available.
2 Force allocation for 1 or 2 buffer case conventional case (VV.ne.IBuf2E).
3 Force lower-triangular in-memory storage.
4 Force square in-memory storage.
1x Save generated integrals on disk (file 610).
2x Force computation of Raffenetti 1 and 2 integrals even for RHF.
3x Do not save integrals (same as 0x).
Print F(1),T. (Read one card with start,end 2I2) (L503).
0 No.
1 Yes.

IOp(20)

Final non-DIIS iteration (L501, L502, L504).
0 Default (No).
1 Yes, do a final unextrapolated diagonalization after convergence is
reached.
2 No, just quit when extrapolated convergence is reached.
Orbital rotation control (L506).
N Rotations are turned on when SQCDF is below 10(-N).

IOp(21)

Action if OTEST detects problems (L503).
0 Abort run via LNK1E.
1 Continue run.
Extrapolation control in L506.
MC-SCF flags:
2 Generate MOs using UHF natural orbitals.
10 IRdNLp.

IOp(22)

Use of DIIS extrapolation (L501, L502, L504).
0 Default (3 = > yes with FON).
1 No.
2 Yes.
3  Yes, with FON as well.
Orbital mixing control in L506.
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IOp(23)

Flag for later points of an optimization, so that pair and Hamiltonian
information can be reused (L506, L509).
0 Read from input stream.
1 Read from RWF.
2 Read from Chk.

IOp(24)

Orbital freezing (L506).
0 Optimize all orbitals.
1 Freeze all closed, high spin and first natural orbitals. Optimize only 2nd
and higher naturals.

IOp(25)

Range for microbatching in DFT.
Rotation application (L506).
0 Default (exponentiate rotation angles).
1 Apply rotations sequentially.

IOp(26)

Type of calculation (L504).
3 3rd root of CAS(2,2).
2 Excited singlet as 2nd root of CAS(2,2).
1 GVB as CAS(2,2).
0 GVB(1/2).

1 Orthogonal open-shell singlet.●   

2 ROHF triplet (a debugging option).●   

Number of Hamiltonians to read in (L506). If zero, the unpaired orbitals are assumed to be high spin. If -1, an open-shell
singlet is assumed.

IOp(27)

Whether to do closed-shell calculation in L502 (would be done as ROHF but
then flagged as closed-shell with alpha density and energy-weighted density
doubled).
0 Default (Yes, if multiplicity 1).
1 No.
2 Yes. (used for RHF direct SCF).

IOp(28)

Root of CI to use in MC-SCF.
0 Defaults to 1.

IOp(29)

Use of Raffenetti integrals during direct SCF.
-1 All integrals done as Raffenetti.
0 Default: let FoFDir decide. It will never use Raffenetti for SCF.
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1 All integrals are done as regular integrals.
N Integrals with degree of contraction greater than or equal to N are done
as regular integrals.

IOp(30)

Whether to symmetrize final orbitals using Abelian symmetry operations
(L502, L505, not needed in L506).
0 Default (Yes).
1 Yes.
2 No.

IOp(31)

The number of vectors to form at a time during microiterations in L508 (NYI)
and L509:
0 Default (3 in L509).
N N.

IOp(32)

Sleazy SCF (L502, L510):
0 Default (No).
1 Yes, use loose integral cutoffs, convergence on either energy or density
and always do incremental Fock formation.
2 No.

IOp(33)

Print option.
0 Only summary results are printed (with possible control from the
'no-print' option).
1 The eigenvalues and the MO coefficients are printed at the end of the SCF.
2 Same as IOp(33)=1, but additionally the density matrix is printed.
3 Same as IOp(33)=2, but at the end of each iteration.
4 Same as IOp(33)=3, but all matrix transactions are printed. CAUTION:
Much output even on small molecules.

IOp(34)

Dump option. Regular system defaults apply here.

IOp(35)

Whether basis is orthonormal (L501, L502).
0 Default (No).
1 Yes.
2 No.

IOp(36)

Whether to checkpoint after every SCF cycle.
0 Default. (Checkpoint only if direct.)
1 Checkpoint.
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2 Do not checkpoint.

IOp(37)

Frequency at which to do full Fock formation instead of incremental (L502).
-1 Do not do incremental Fock formation.
0 Default (every 20 for direct).
N Every Nth cycle.

IOp(38)

Whether to vary integral cutoffs during direct SCF:
0 Default (same as 1).
1 No.
2 Yes, do integrals three digits more accurately than current convergence.
3 Yes, do integrals at same accuracy as convergence until final iteration,
then two digits more accurately.
4 Converge to 10-5 with integrals good to 10-6 first, then full convergence.
5 Yes, do integrals at same accuracy as convergence until final iteration,
then a single iteration at two digits more accurate.

IOp(39)

The number of Fock matrices to combine in DIIS:
-1 As many as are available.
0 Default: as many as possible unless doing variable-accuracy direct-SCF, in
which case 4.
N Maximum of N.

IOp(40)

Use of a reaction field.
-N Multipoles of order N, increment field in Gen(2-4).
0 No.
N Multipoles of order N, store field in Gen(2-4).
100 Pick up external reaction field from Link 117.
1000 SCI-PCM calculation.
2000  PCM calculation.
3000 Cremer/Truhlar solvation  model.
00000  Default (same as 10000).
10000  Update surface every iteration.
20000  Update surface every iteration in pass 1 only.
30000  Update surface on pass 2 iterations only.
40000  Same as 3, but re-use 1e matrix instead of surface terms.
50000  Update surface and restart DIIS when within 10-2 of convergence.

IOp(41)

Whether to converge on maximum density change as well or instead of RMS:
0 The same as 1.
N Maximum allowed change is 10N larger than RMS.

1 Maximum allowed changed is same as RMS (i.e., convergence only on maximum).●   

2 Converge only on RMS density change.●   
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IOp(42)

Type of exchange and correlation potentials:

6 Becke3 with Perdew 91 correlation.●   

5 Becke3 using VWN/LYP for correlation.●   

4 Becke 3 with Perdew 86 correlation.●   

3 Becke "Half and Half" with LYP/VWN correlation.●   

2 Becke "Half and Half": 0.5 HF + 0.5 LSD●   

1 Do only coulomb part; skip exchange-correlation.●   

000 Default, same as 100. x00 No correlation. x01 Vosko-Wilk-Nusair method 5 correlation. x02 Lee-Yang-Parr
correlation. x03 Perdew 81 correlation. x04 Perdew 81 + Perdew 86 correlation. x05 VWN 80 (LSD) correlation. x06
VWN 80 (LSD) + Perdew 86 correlation. x07 OS1 correlation. x08 PW91 correlation. 100 Hartree-Fock exchange. 200
Hartree-Fock-Slater exchange (Alpha = 2/3). 300 X-alpha exchange (alpha= 0.7). 400 Becke 1988 exchange. 500 LG
exchange. 600 PW91 exchange. 700 Gill 96 exchange. 800 PW86 exchange. 900 mPW exchange. 100 PBE exchange.
100 is Hartree-Fock, 200 is Hartree-Fock-Slater, 205 is Local Spin Density, and 402 is BLYP. L510 is number of
orbitals to localize.

IOp(43)

L509: Whether fifth order terms are treated explicitly.
0 Default: set to 1.
1 All fifth order terms are treated implicitly.
2 (Debug option). 5th order GG and WG terms are explicitly computed in L715.
L510: DFT corrections to MC-SCF.
0 No.
1 Compute energy using final MC-SCF density.
2 Correct diagonal CI matrix elements using DFT.

IOp(44)

The number of radial and angular points in numerical integration for DFT:
0 Use a special grid designed for efficiency (default).
IIIJJJ III radial points, JJJ angular points.

IOp(45)

Mixing of HF and DFT.

4 Becke 3 coefficients: aLSD + (1-a)HF + b(dBx) + VWN + c(LYP-VWN), with a=0.8 b=0.72 c=0.81. Note that
Becke actually used Perdew correlation rather than LYP.

●   

3 Becke "half and half" 0.5 HF + 0.5 Xc + Corr.●   

2 Coefficients of 0 and 0 (no exchange).●   

1 Coefficients of 0.0 and 1.0 for DFT and HF, respectively.●   

0 Default: pure HF, DFT or mixed in accord with IOp(42). MMMMNNNN Mixture of MMMM/1000 DFT exchange
and NNNN/1000 HF exchange.

IOp(46)

Mixing of local and non-local exchange:
0 Default. (Coefficients of 1 and zero as determined by IOp(42).)
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MMMMNNNN
MMMM/1000 non-local plus NNNN/1000 local. Sign is applied to the local term.
-1 No DFT exchange.

IOp(47)

Mixing of local and non-local correlation:
0 Default. (Coefficients of 1 and zero as determined by IOp(42).)
MMMMNNNN 
MMMM/1000 non-local plus NNNN/1000 local. In L510, 1 to set up for CAS-MP2
or 2 to do spin-orbit calculation.
-1 No local or non-local correlation.

IOp(48)

Options to be passed to CalDFT:
N Control flag for CalDFT is N.

IOp(49)

Use of sparse storage and Conjugate Gradient optimization instead of N2
memory and diagonalization.
0  Default (11, or 22 if sparse is set in ILSW).
1  Diagonalization
2  Conjugate gradient.
10  Square storage (only in Fock formation if CG).
20  Linear storage (only in Fock formation if diagonalization).

IOp(51)

Range cutoff in Becke weights.  The default is 30 au.
0  Default (SS weights).

1 Use SS weights.●   

2 Use Becke weights with default cutoff.●   

3 Use Savin weights.●   

M<-3 Use SS weights with Scal = M/1000.●   

N Use Becke weights with cutoff N Bohr.

IOp(52)

The amount of memory to allocate to stashing integrals.
-1  None.
0  Default, also none.
N  N words.

IOp(53)

PCM input and solvent type.
N>0  Solvent type N, default parameters.
N<0   Dielectric constant |N|/1000.

IOp(54)
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PCM options.
1   Shift core Hamiltonian.
10  Read in external point charges.
100   Read in additional pararmeter information.

IOp(55)

The number of  HOMOs and LUMOs to solve after CG:
0  None.
N  N of each.

IOp(56)

A0 for Onsager SCRF.
N   N/1000 Bohr.

IOp(60)

PCM/ONIOM calculation:
0  Standard PCM calculation.
1  PCM/ONIOM calculation on the real system.
2   PCM/ONIOM calculation on the model system.

IOp(63)

Whether to do FMM:
0   Use global default.
1   Turn off FMM here regardless.

IOp(64)

Override the default value of FMFlags:
0   No.
N  Yes, use N.

IOp(65)

Override the NFx parameter:
0   No.
N   Yes, use N.

IOp(70)

The maximum initial temperature for FON:
-1  None.
0   Default (3000K = 10 milliHartrees)
N   N degrees

IOp(71)

The number of steps to apply simulated annealing (L502):
0   Default—10 steps.
N   N steps.
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IOp(80)

The maximum conjugate gradient step size:
-1   No maximum step size.
0   Default maximum (.75).
MMNN   Step size of MM.NN.

IOp(81)

Conjugate-Gradient Parameters:
MM  Maximum Number of CG cycles per SCF iteration (defaults to 4 CG cycles).
NN00  Maximum Number of purification cycles per CG iteration (defaults to 3
cycles).
00000  Do not use CG DIIS.
10000  Use CG DIIS.
000000  Polak-Ribiere CG minimization.
100000  Fletcher-Reeves CG minimization.
0000000 Use diagonal preconditioning in Conjugate-Gradient.
1000000 No preconditioning.

IOp(82)

C.G. Convergence criteria:
0  Defaults to 10(-7).
N  10(-N).

IOp(83)

Maximum SCF DIIS vectors.
0  Defaults to 20 vectors.
N  Use SCF DIIS with N vectors.

Overlay 6
Overlay 6 consists of programs used in the computation of properties using wavefunctions.

IOp(5)

Open or closed shell.
0 Use ILSW to determine.
1 Forced open shell.
2 Forced closed shell. 
These options are print/no-print options. The possible values are:
0  Default.
1  Print the normal amount.
2  Do not print.
3 Print verbosely.

IOp(6)

Distance matrix. Default: no-print.
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IOp(7)

Molecular orbital coefficients. Default: print.

IOp(8)

Density matrix. Default: no print.

IOp(9)

Full population analysis. Default: print.

IOp(10)

Gross orbital charges. Default: print.

IOp(11)

Gross orbital type charges. Default: no print.

IOp(12)

Condensed to atoms. Default: print.

IOp(13)

Whether to save computed electric field on disk for use in Tomasi RF
calculations.
0 Default (No).
1 Yes.
2 No.

IOp(14)

Specification of other properties to be calculated.
0 Default. Evaluate the electric potential, the electric field, and the
electric field gradient at each center.
1 Evaluate the electric potential, the electric field, and the electric
field gradient at each center.
2 Evaluate the potential and the electric field at each center.
3 Evaluate only the potential at each center.
4 Evaluate none.

IOp(15)

Specification of additional centers. If more than one of these is requested,
the lists are in separate input sections in the following order: 
0 No additional centers. Evaluate the properties only at each atomic center.
1 Read additional centers. One card per center with the x, y and z
coordinates in Angstroms (free format).
2 Read in coordinates as for 1. Starting at each point, locate the nearest
stationary point in the electric potential.
4 Read in a set of cards specifying a grid of points at which the electric
potential will be computed. Two forms of specifications are allowed:
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· Evenly spaced rectangular grid. Three cards are required:
KTape,XO,YO,ZO   The output unit and coordinates of one corner of grid. If

KTape is 0, it defaults to 51.
N1,X1,Y1,Z1          Number of increments and vector.
N2,X2,Y2,Z2          Number of increments and vector.
N1 records are written to unit KTape, with N2 values in each record.
· An arbitrary list of points. Only one card is needed: 
N,NEFG,LTape,KTape
The coordinates of N points in Angstroms will be read unit LTape in format
(3F20.12).
The potential (NEFG=3), potential and field (NEFG=2), or potential, field,
and field gradient (NEFG=1) are computed and written along with the coordinates
to unit KTape in format (4F20.12). Thus if NEFG=3 for each point, there will be
four cards written per point, containing: X-coord,Y-coord,Z-coord,potential
X-field,Y-field,Z-field,XX-EFG YY-EFG,ZZ-EFG,XY-EFG,XZ-EFG YZ-EFG.  
Note that either form of grid should be specified with respect to the
standard orientation of the molecule.
8 Do potential-derived charges.
16 Constrain the dipole in fitting charges.
32 Read in centers at which to evaluate the potential from the rwf.

IOp(16)

Cutoffs in L602.
0 Use full accuracy in calculations at specific points, but use sleazy
cutoffs in mapping a grid of points.
1 Do all points to full accuracy.

IOp(17)

Debugging control (L602).
0 Compute all contributions to selected properties.
1 Compute only the nuclear contribution.
2 Compute only the electronic contribution.
-N Compute only the contribution of shell N.

IOp(18)

Whether to update dipole rwf:
0/1 Yes/No.

IOp(19)

Whether to rotate exact polarizability before comparing with approximate
(which will be calculated in the standard orientation). This is like IOp(9) in
L9999.
0  Default, same as 1.
1  Exact is still in standard orientation; use as is.
2  Exact is already in z-matrix orientation, so rotate.

IOp(20)

How to do electrostatic-potential derived charges:
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0 Default (1).
-1 Read a list of points at which to fit, one per line.
1 Merz-Kollman point selection.
2 CHELP point selection.
3 CHELPG point selection.
00 Default radii are those defined with the selected method.
10 Force Merz-Kollman radii.
20 Force CHELP (Francl) recommended radii.
30 Force CHELPG (Breneman) recommended radii.
100 Read in replacement radii for selected atom types as pairs (IAn,Rad) or
(Symbol,Rad), terminated by a blank line.
200 Read in replacement radii for selected atoms as pairs (I,Rad),
terminated by a blank line.
1000 Fit united atoms (heavy atoms only) rather than all atoms.

IOp(21)

Operation of L603:
0 Default (same as 2).
1 Read in density basis functions and compute populations.
2 Optimize density basis set.

IOp(22)

Selection of density matrix (currently only in L601, L602, L604):
-1x Read density matrices from .chk file.
+1x Read density matrices from .chk file.

5 All available transition densities.●   

4 Transition density between the states given by IOp(29) and IOp(30).●   

3 Density for the excited state given by IOp(29).●   

2 Use all available density matrices.●   

1 Use the density matrix for the current method, or the HF density if the one for the current method is not
available.

●   

N.ge.0 Use the density matrix for method N (see Link 1 for the numbering scheme).

IOp(23)

Density values to evaluate over grid in L604:
0 Default (same as 3).
1 Density values.
2 Density values and gradients.
3 Density values, gradients and divergence.

IOp(24)

Frozen core:
-N Freeze N orbitals.
0 Default (Yes).
1 Yes.
2 No.

IOp(25)
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Whether to compute Coulomb self-energy in L601:
0 No.
1 Yes, classically (including self terms—requires 2e integrals, O(N4)).
2 Yes, quantum mechanically (no self terms—requires 2e integrals, and
only available for HF. O(N5)).

IOp(26)

The density to use in L602 and L604:
0 Default (same as 1).
1 Total.
2 Alpha.
3 Beta.
4 Spin.

IOp(27)

Choice of population analysis:
0 Default (12).
1 Do not do Mulliken populations.
2 Do Mulliken populations.
10 Do not do bonding Mulliken populations.
20 Do bonding Mulliken populations.

IOp(28)

Mark SCF density as current density.
0 No. Save SCF density, but do not mark.
1 Yes. Mark as well.

IOp(29)

Excited state to use if requested by IOp(22).

IOp(30)

Second excited state for transition density:
0 Transition density between state IOp(29) and g.s.
N Transition density between state IOp(29) and state N.

IOp(31)

Whether to determine natural orbitals from densities:
0 No.
1 Yes, using total density.
2 Yes, using alpha and beta separately for UHF.
3 Store only alpha NOs.
4 Store only beta NOs.
5 Use spin density.

IOp(32)

Control parameters for covbon IN L609 (not to be changed under most
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circumstances):
10000*MItLoc+1000*ITlLoc+100*IDcInt+IPrLoc
Where:
MItLoc  MItLoc*NOrb*(NOrb-1)/2 is the maximum number  of iterations in
localization of (spin)orbitals (1...9, default 6).
ITlLoc  10.(-ITlLoc) is the convergence criterion  for (spin)orbital
localization (1...9, default 9).
IDcInt   Localized (spin)orbitals with atomic occupancies  less than
0.01*IDcInt are interpreted as lone pair MOs rather than bond MOs (1...99,
default 10).
IPrLoc  0:  Print the atomic occupancies of localized  (spin)orbitals
(default).
1:  Do not print the atomic occupancies.

IOp(32)

L605, L606: naming of RPAC interface file.
0   Make this a scratch file.
1  Name this file 'rpac.11'

IOP(35)

What to do:
0  Determine attractors, attractor interaction lines, ring points, and cage
points.
1  Determine zero-flux surfaces (IDoZrF).
2  Compute charges of AIMs (IDoAtC).
4  Compute kinetic energies and multipole moments of AIMs (IDoPrp).
10 Compute energies of electrostatic interactions between AIMs (IDoPot).
This precludes calculations of atomic property derivatives with respect to
nuclear displacements.
20 Currently unused.
40  Currently unused.
100  Compute atomic overlap matrices (IDoAOM).
200  Compute other atomic matrix elements (IDoAMa).
400  Include zero-flux surface relaxation terms in all atomic matrix
elements (IDoSRe)
1000  Compute derivatives of atomic properties with respect to electric
field (IDoSeP). Note that IDoSRe should be set to 1 in order to obtain correct
results! Also note that analytical polarizabilities have to be available but
force constants have to be absent.
2000  Compute derivatives of atomic properties with respect to nuclear
displacements as well (IDoNuD).  Note that analytical force constants have to be
available!
4000 Currently unused.
10000  Compute localized orbitals and bond orders (IDoLoc).
20000  Compute atomic orbitals in molecule (IDoAOs).
40000 Currently unused.
100000  If necessary, augment valence electron densities with relativistic
core contributions, which is a default (IHwAug=0).
200000  If necessary, augment valence electron densities with
nonrelativistic core contributions (IHwAug=1).
400000  Abort if pseudopotentials have been used (IHwAug=3).
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1000000 Reduce accuracy so atomic charges can be computed more rapidly
(IQuick). No other properties can be calculated. This option sets IPrNDe=5,
IPrNAt=5, and IEpsIn=100.
2000000 Use numerical instead of analtyic integration.
3000000 Use numerical instead of analtyic integration and use reduced
cutoffs.

IOP(36)

Control parameters for neglect of orbitals and primitives in L609:
10000*INoZer+100*IPrNDe+IPrNAt 
Where:
INoZer  0: Ignore (spin)orbitals with zero occupancies  (default).
1: Do not ignore (spin)orbitals with zero occupancies.
IPrNDe  Neglect primitive contributions below 10.**(-IPrNDe) in evaluations
of electron density and its derivatives (0...99, default 7).
IPrNAt  Neglect primitive contributions below 10.**(-IPrNAt) in integrations
over atomic basins (0...99, default 7).

IOP(37)

Control parameters for ATINLI, RNGPNT, and CAGPNT in l609 (not to be changed
under most circumstances):
1000000*MxBpIt+100000*SBpMax+1000*NGrd+LookUp
Where:
MxBpIt   Maximum number of iterations in trial path determination (1...99,
default 10).
SBpMax  Maximum value of the control sum (1...9, default 2).
NGrd   Length of Fourier expansion for the trial path (1...99, default 20).
LookUp  Number of grid points in critical point search (1...999, default
100).

IOP(38)

Control parameters for ZRFLUX and OIGAPI in l609 (not to be changed under
most circumstances):
100000*INStRK+10000*IHowFa+1000*IGueDi+100*IPraIn+10*IRScal+IRtFSe
INStRK  10*INStRK 
The number of steps in the Runge-Kutta integrations along gradient paths
(1...9, default 2).
IHowFa  The maximum distance in the Runge-Kutta integrations along gradient
paths (1...9, default 5).
IGueDi  10.**(-IGueDi) is the initial displacement from the critical point
in the Runge-Kutta integrations (1...9, default 6).
IPraIn  10.*IPraIn is the cut-off for zero-flux surfaces (1...9, default 2).
IRScal  The scaling factor in the nonlinear transformation used in the
intersection search (1...9, default 2).
IRtFSe  10.*IRtFSe is the safety factor used in the intersection search
(1...9, default 2).

IOP(39)

More control parameters for ZRFLUX and OIGAPI in L609  (not to be changed
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under most circumstances):
1000000*IToler+100000*INInGr+10000*INInCh+1000*IEpsSf+10*IEpsIn+INTrig
IToler  10.**(-5-IToler) is the tolerance for the intersection search
(1...9, default 5).
INInGr  10*INInGr is the initial number of grid points in theta and phi in
the adaptive integration subroutine (1...9, default 2).
INInCh  5+INInCh is the initial number of sampling points in the
intersection search (1...9, default 2).
IEpsSf  IEpsSf is the safety factor used for patches with surface faults in
the adaptive integration subroutine (1...9, default 6).
IEpsIn  0.0001*IEpsIn is the target for integration error (1...99, default
2).
INTrig  10*INTrig is the number of sine and cosine functions in the trial
function for surface sheets (1...9, default 2).

IOp(40)

Control of link 607.
0  Default NBO analysis – do not read input.
1  Read input data to control NBO analysis.
2  Delete selected elements of NBO Fock matrix and form a new density, whose
energy can then be computed by one of the SCF links. This link should have been
invoked with IOp(40) = 0 or 1.prior to invoking it with IOp(40)=2.
3  Read the deletion energy produced by a previous run with IOp(40)=2 and
print it.

IOp(41)

Number of layers in esp charge fit.
0 Default (4).
N N layers, must be >=4.

IOp(42)

Density of points per unit area in esp fit.
0 Default (1).
N Points per unit area.

IOp(43)

Increment between layers in MK charge fit.
0  Default (0.4/Sqrt(#layers))
N  0.01N.

IOp(44)

Type of calculation in L604:
0  Default, same as 2.
1  Compute the molar volume
2  Evaluate the density over a cube of points
3  Evaluate MO's over a cube of points
10  Skip header information in cube file.

IOp(45)
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The number of points per Bohr3 for Monte-Carlo calculation of molar volume.
-1 Read from input.
0 Default (20).
N N points—for tight accuracy, 50 is recommended.

IOp(46)

The threshold for molecular volume integration.
0 Default—10-3
-1 Read from input.
N N*10-4.

IOp(47)

The scale factor to apply to van der Waals radii for the box size during
volume integration:
0 Default.
N N*0.01—for debugging.

IOp(48)

Use of cutoffs
0 Default (10-6 accuracy for cubes, 1 digit better than desired accuracy for
volumes).
N 10-N.

IOp(49)

The approximate number of points per side in cube in L602/L604:
0 Default (80).
N N points.

1 Read from cards.●   

2 Coarse grid, 3 points/Bohr.●   

3 Medium grid, 6 points/Bohr.●   

4 Fine grid, 12 points/Bohr.●   

N>4 Grid using 1000 / N points/Bohr.●   

IOp(51)

Whether to apply Extended Koopman's Theorem (EKT):
0 Default (No).
N Yes, on non-SCF densities, up to N IPs and Eas

1 Yes, on non-SCF densities, all possible IPs and EAs.●   

2 No.●   

IOp(52)

The number of radial integration points in L609:
0  Default (100).
N  N.
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IOp(53)

Distribution of radial points in L609:
0  Default (cubic).
N  Polynomial of order N.

IOp(54)

The maximum number of domains.
0  Default (100000).
N  N.

IOp(55)

The number of inner angular points in numerical integration in L609:
-1  0 (no inner sphere).
0  302
N  N point Lebedev grid (see AngQad). 

Overlay 7
Overlay 7 consists of programs used in the calculation of first and second derivatives of energy with respect to nuclear
coordinates.

IOp(5)

Operation of Link 707.
0 Compute both Born-Oppenheimer corrections and one-electron integral second
derivative terms.
1 Compute only Born-Oppenheimer corrections.

IOp(6)

The operation of link 705 (NYI).
0  Default (12).
1  Do not form the ecp contribution to the SCF forces.
2  Form the ecp contribution to the SCF forces.
10  Do not form 1e derivative matrices.
20  Increment the 1e derivative matrices with ecp terms.

IOp(7)

Use of internal coordinates.
0 Yes.
1 No.
2 Yes, but neglect first derivatives in conversion of second derivatives to
internal coordinates.

IOp(8)

Harmonic frequency calculation.
0 No.
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1 Yes, with most common isotopes.
2 Yes, with read-in isotopes. 
10 Print higher precision normal modes.
Nxx Default scale factor is #N (1=HF, 1/1.12, (2=CBS4=0.91671,
3=CBSQ=0.91844).
I.  If M=1, only harmonic thermochemistry.
I.   If M=2, do hindered rotor analysis.
II.   If M=3, read hindered rotor parameters from input.

IOp(9)

Whether to rotate derivatives back to the Z-matrix orientation:
0/1 Yes/No.

IOp(10)

First/second derivative control.
0 Do only first derivatives.
1 Do only second derivatives.
2 Do both.

IOp(11)

Control of integral derivative algorithm:
0  Default. Use IsAlg to decide.
2  Scalar Rys SPDF.
3  Berny SP, Scalar Rys DF.
4  Old vector Rys SPDF.
5  Berny SP, old vector Rys DF.
6  FoFDir: Rys spdf.
7  Berny SP, FoFDir Rys df.
8  FoFDir: HGP sp, Rys df.
9  Berny SP, FoFDir Rys df (same as 7).
10  FoFDir: HGP spd, Rys f.
11  Berny SP, FoFDir HGP d Rys f.
12  FoFDir: HGP spdf.
13  Berny SP, FoFDir HGP df.
14  FoFDir: PRISM spdf.
15  FoFDir: Berny SP, PRISM df.

IOp(12)

Selection of density matrix.
0 Usual SCF density.
N Use generalized density number N for both the one-electron integral
derivatives and the corresponding 2PDM terms.

IOp(13)

Contraction with two-particle density matrices:
0 Default (same as 1).
1 Use HF 2PDM.
2 Use external 2PDM.
3 Use both HF and external 2PDM.
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4 Generate 2PDM from CIS square 1PDM (for debugging).
5 Generate 2PDM from CIS square 1PDM and use HF/z 2PDM as well.
6 Contract with external 2PDM derivatives. The types of derivatives are
given by IOp(15).
7 Form derivative 2PDM from CIS and HF derivative density matrices. The
types of derivatives are given by IOp(15).
10 Leave the external 2PDM on the disk instead of deleting it.
0-5 imply use of the generalized density in L701, while 6-7 imply use of the
generalized density derivatives in L701. 

IOp(14)

The state for CIS gradients.  Defaults to 1.

IOp(15)

The nature of the perturbation(s).
0 Default (1st order nuclear and electric field).
IJK Nuclear Kth order, electric field Jth order, magnetic field Ith order.
1000 Generate simulated density derivatives.
Only 1, 10, and 11 are valid in Overlay 7.

IOp(16)

Number of translations and rotations to remove during redundant coordinate
transformations:
-2  0.
-1  Normal (6 or 5 for linear molecules).
0  Default, same as -1.
N  N.

IOp(18)

Derivative accuracy option:
0 Compute to 10(-8) accuracy.
1 Do as accurately as possible in L702.
2 Use the original 'Berny' values in L702.
10 Do as accurately as possible in L703.
20 Use sleazier cutoffs in L703.
100 Do as accurately as possible in l708.
200 Use sleazier cutoffs in l708.

IOp(25)

Type of derivatives available.
0 First.
1 Second.
2 Third.
10 Read derivatives from checkpoint file (in Z-matrix orientation).

IOp(28)

Skip option to defer integral evaluation to L703.
0 Compute as normal.
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2 Do all gradient integrals in L703.

IOp(29)

Mode of use of l716.
0 Normal.
1 Normal + generate estimated initial force constants.
6 Nuclear repulsion only (useful for testing).
00 Default method for initial force constants.

IOp(30)

Use of symmetry in Overlay 7.
0 Use (subject to availability).
1 Do not use.

IOp(31)

Handling of forces contributions.
0 Just use the forces in IRWFX.
1 Compute HF forces from D2E file and increment both FX and FXYZ (non-O11
PSCF grad and HF freq).
00 Use FX in conversion of force constants to internal coordinates. (HF
freq, PSCF Freq=Numer).
10 Use FXYZ in conversion of forces constants to internal coordinates (PSCF
opt with HF 2nd derivative).

IOp(32)

Punch option.
0 None.
1 Punch energy in format D24.16, forces and lower triangular force constants
in format 6F12.8.
2 Punch nuclear coordinate derivatives. Forces are punched in 3D20.12
format, one card per atom. Force constants and third derivatives are punched in
4E20.12 format in compressed form.

IOp(40)

Neglect of integrals (only option 1 works in Overlay 7):
0  Keep all integrals.
1  Neglect four center integrals.
2  Neglect three center two-electron integrals as well.
3  Neglect 2e integrals with diatomic differential overlap.
10  Neglect three center one-electron integrals.
20  Neglect 1e integrals with diatomic differential overlap.
30  Do only overlap and not other 1e integrals.

IOp(41)

NDDO flag.
0  Evaluate integrals correctly.
1  Apply NDDO approximation.
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IOp(42)

1PDM:
0 Use SCF total density.
N Use generalized density N.

IOp(43)

Second order simultaneous optimization flag.
0 .false.
1 .true (other second derivative options must also be set appropriately).
2 .true (debugging option: compute fifth order WG and GG terms in L715).

IOp(44)

Handling of an applied electric field.
-1  Do not add electric field terms to forces.
0  Update forces for a uniform electric field.
1  Update forces for the self-consistent reaction field (SCRF) method.
2  Update forces for a uniform electric field, with forces done the usual
way for CIS or MP2 second derivatives.

IOP(45)

Controlling the projection of the reaction path.
0  Do not project. The point is a stationary point.
1  Project the reaction path and compute 3N-7 frequencies.

IOp(52)

Whether ECP integrals should be done in L701 as usual.
0  Yes.
1  No.

IOp(60-62)

Override standard values of IRadAn, IRanWt, and IRanGd.

IOp(63)

Whether to do FMM.
0  Use global default.
1  Turn off FMM here regardless.

Iop(70)

Whether to allow cavity to move in PCM derivatives.
0 Default (No).
1 Yes.
2 No.
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Overlay 8
Overlay 8 handles the transformation of AO integrals to the MOC basis.

IOp(5)

Whether to pseudocanonicalize ROHF orbitals.
-1 Yes.
0 No.

IOp(6)

Bucket selection.
0 Buckets for MP2: (ia/jb).
1 Buckets for stability: (ia/jb),(ij/ab).
2 Buckets for CID or MP3: (ij/ab),(ia/jb),(ij/kl).
3 Buckets for semi-direct MP4DQ, CISD, QCISD, BD:
(ij/ab),(ia/jb),(ik/kl),(ij/ka).
4 CISD or MP4SDQ or MP4SDTQ, but includes (ia/bc).
5 The complete set of transformed integrals.

IOp(7)

SCF convergence test.
0 Test that SCF has converged.
1 Do not test SCF convergence (mainly used for testing).

IOp(8)

Whether to delete MO integrals in L811.
0 Default (No).
1 Yes.
2 No.

IOp(9)

Debug control (L802):
0 Operate normally.
-N Force N orbitals per pass.
Direct transformation control (L804, L811):
0 Operate normally.
1 Generate and test RInt3 array (L804).
2 Accumulate MP2 force constant terms in direct fashion.
3 Write the MO basis first derivative ERI's to disk.
10 Force fully In-Core algorithm (L804 only).
20 Force transformed integrals in core algorithm.
30 Force semi-direct transformation.
100 Force output bucket in core antisymmetrization.
200 Force sorting for output bucks.
1000 Force semi-direct mode 1.
2000 Force semi-direct mode 2.
3000 Force semi-direct mode 3 if IOp(6)=3.
4000 Force semi-direct mode 4 if IOp(6)=3.
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00000  Default (10000).
10000  Do not do symmetry compress transformed integrals.
20000  Do symmetry compress transformed integrals (buckets) (This causes
windowed MOs, to be reordered according to representations like
occ-rep1,occ-rep2,.... virt-rep1,virt-rep2,... Eigenvalues and symmetry
assignment vectors are put in correspondence with vectors.VGZ).
30000  Symmetry compress transformed integrals only if RHF. (Upper triangle
of symmetry compressed integrals for IOP(6)=5 or 4 only. (VGZ)).
100000  Reorder MOs, eigenvalues and symmetry assignment vectors according
to their representations.

IOp(10)

Window is selected as follows:
-N Use the top N occupieds and lowest N virtuals.
0 Default, same as 4.
1 The core MOs are frozen. This includes only core occupieds in valence
double-zeta basis sets and includes core virtuals in full double-zeta basis
sets.
2 The window is specified by IOp(37-38).  If IOp(37) is 0, a card is read in
indicating the start and the end.  A negative value for the end deletes the top
virtuals.
3 The window is recovered from rwf 569.
4 Use all MOs.
5 The window is recovered from file 569 on the checkpoint file.
6  Freeze all but the outermost core shell.

IOp(11)

MO coefficient, orbital energy, and the number of electrons test.
0 Default (the same as 2).
1 Just print a warning message.
2 Kill the job if any MO coefficients are greater than 1000.0 or the
smallest difference between occupied and virtual orbital energies is less than
0.001.
00 Default, the same as 10.
10 Suppress such a test (CPHF may still be done for such a case).
20 Kill the job if there is no correlation energy; e.g., if there is only
one electron or one virtual spin-orbital.

IOp(12)

Calculation of frozen-Core contributions.
0  No.
1  Calculate 2 J - K over deleted orbitals and add to Core-Hamiltonian. 
This is done when IOpCl=0 or  when IOpCl=1 and the calculation is rohf or gvb.

IOp(13)

Control of output.  Used to select output mode.
0  Output to Gaussian system buckets.
1  Output transformed integrals for DRT-CI calculation.
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IOp(14)

Control of drt input.
0  Take necessary input from Gaussian data structures.
1  Read 'old-style' drt input cards.

IOp(15)

Control of DRT output.
0  Write DRT output to RW-files.
1  Write DRT output to FORTRAN unit 'drttap'.
2  Do both.

IOp(16)

Maximum number of orbitals per pass in L811 (only if an integral derivative
file is being written).
Excitation level for SDGUGA-CI.
0  Default excitation level = 2.
N  Excitation level = n.

IOp(17)

Specification of integral block size for GUGA CI programs.
0  Default ... let program decide.
n  Integral Block Size = n.

IOp(18)

The type of derivative transformation to do in L811:
0 Default, the same as 3.
1 Non-canonical, Uij,x = -1/2 Sij,x.
2 Canonical, uij,x = (Fij,x—EjSij,x) / (Ei-Ej). Note that this blows up
for degenerate orbitals and is intended primarily for debugging.
3 Non-canonical, Uij,x = -1/2 Sij,x, except canonical in frozen-active
blocks.
4 Non-canonical, Uij,x = -Sij,x Uji,x = 0.
5 Canonical occupieds, Uab,x = -Sab,x/2.
6 Canonical virtuals, Uij,x = -Sij,x/2.

IOp(19)

The nature of the perturbation(s) in L811:
0 Default (1st order nuclear and electric field).
IJK Nuclear Kth order, electric field Jth order, magnetic field Ith order.

IOp(20)

The terms to include in L811:
0 Default (11).
1 MO derivative times integral term.
10 MO times integral derivative term.
These options control the In-Core post-SCF link, L805. Look there for more
information.
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IOP(21)

Controls the in-Core post-SCF link, L805. Look there for more information.

IOP(22)

Controls the in-Core post-SCF link, L805. Look there for more information.

IOp(23)

Whether to include d orbitals in the window for 3rd row and later main group
elements.
0  Default (Yes).
1  Yes.
2  No.

IOp(27)

The maximum amount of disk to use in L804 and L811:
0 Unlimited.
N N words.

IOp(28)

Hack number of occupieds for full CI using Links 921 or 922:
-1 Transform all orbitals (after freezing core) as occupieds (i.e., Set
NOA=NOB=NROrb in transformation).
0 No.
N Transform N orbitals (after frozen core) as occupieds (i.e., Set NOA=NOB=N
for purposes of transformation).

IOp(29)

The maximum number of perturbations per batch in L811 (applies only if the
integral derivative file is written):

3 Do not use batching logic.●   

2 Do as many in a batch as can be overlapped with sorting space for half transformed integrals.●   

1 Do one batch, but use multi-batch logic.●   

0 Default (same as 1). 1 Do a single atom at a time (minimum disk usage). N N triplets. Requested disk usage: This
determines the number of times AO integrals and derivatives are evaluated, unless overridden by IOp(31). This applies
only if the integral derivatives are not stored.

3 Use as much as desired, independent of MaxDisk.●   

2 Use an amount similar to the maximum disk usage in other parts of the MP2 frequency code.●   

1 Use as much as needed for maximum efficiency, subject to the limit imposed by MaxDisk (IOp(27)).●   

0 Default (-1). N N evaluations and hence N coarse tiled batches (1-6 are the currently implemented options).

IOp(30)

Type of window.
0 Default. Set up /Orb/ as indicated by IOp(10).
1 Test window. Set up for full but zero core MOs.
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-1 Set up /Orb/ for a full window but then blank the wavefunction
coefficients in L804.

IOP(31)

Perform primitive post-SCF operations (not currently functional).
0  No.
1  Yes.

IOp(32)

Whether to do CI in the interacting space only.
0  Default (all spin-eigenfunctions).
1  All.
2  Interacting only.

IOp(35)

Output format for closed-shell and debugging control (used only when the
integral derivative file is written):
0 Default (consistent with integrals for open-shell, i<=jab alpha-beta
only for closed-shell).
1 Store only the unique AB integral derivatives (go2v2/4, order g i,=j a<=b)
for closed-shell.
2 AA and AB consistent with integrals.
10 Do extra debugging computations.
Explicit control of the fine tile batch size (largely a debugging option,
only for no-Ix routines).
0 Let the program choose (make it as large as possible).
N Maximum fine tile batch size, up to 9.

IOp(36)

Whether to update force constants with the MP2 product of MP2 integral
derivatives term (applies only if the integral derivative file is not written).
0 Default (Yes).
1 Yes.
2 No.
00 Default on whether to make Poo and Pvv for MP2. (Yes, if Ix is not
stored; otherwise, No.)
10 Yes.
20 No.

IOp(37)

Integers specifying the window to use.

IOp(38)

Integers specifying the window to use.

IOp(43)

Localization in CBS:
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-1  No localization.
0  Default.
1  Boys.
2  Population.
3  Second order Boys.
4  Second order Population.

IOp(44)

Saves CBS localized orbitals to rwf (this overwrites the SCF orbitals,
intended for visualization).
0  No, do not save (default).
1  Yes, save them.

Overlay 9
Overlay 9 consists of programs that pertain to the Moller-Plesset theory and the iterative solution of the CI and CC
equations.

IOp(5)

Method.
0 CISD. Configuration interaction with all single and double substitutions.
1 CID. CI with all double substitutions.
2 MP3. Third order perturbation theory.
3 MP4(DQ). Fourth order perturbation theory in the space of double and
quadruple substitutions.
4 MP4(SDQ). Fourth order perturbation theory in the space of single, double
and quadruple substitutions.
5 MP4(SDTQ). Full fourth order perturbation theory in the space of single,
double, triple and quadruple substitutions.
6 CCD. Coupled cluster theory with double substitutions.
7 CCSD. Coupled cluster theory with single and double substitutions.
8 QCISD.
9 BD.

IOp(6)

L913: Criteria for termination of the iteration:
0 Default convergence criterion and MaxCycle.
-1 Read in MaxCycles and convergence criterion (I2,d18.13).
N Max N cycles.

L914: Maximum number of expansion vectors in Davidson scheme:
0 200 vectors.
N N vectors.
Note: When expansion vectors exceed the maximum, Davidson restarts with
current eigenvectors as initial guesses.

IOp(7)

Update the energy in common/Gen/.
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0 Yes, with the correlation energy, ECID in CID, ECISD in CISD, EUMP3 in
MP3, and EUMP4 in MP4 calculations.
1 Yes, with EUMP3.
2 Yes, with EMP4(SDQ) or EMP4(DQ) if singles are not available.
7 No.

IOp(8)

L902: Constraint on output wavefunction for stability calculations. See Link
902. Number of roots in 907 and 919: Default 1 in 907 and 10 in 919. Term and
method selection for debugging in 906.

L913: Whether to use fast routines:
000 Default (no Slava, fast and R where possible).
1 Original code (DD1,2,3, UMP41,2,3,4) for first iteration.
2 Use DD[1-3]R and UMP4xR (closed-shell) on 1st iteration.
10 Original code for 2nd and later iterations.
20 Use DD[1-3]R and UMP4xR (closed-shell).
30 Use DD1, UMP41U, UMP42, UMP43, DD4UQ.
40 Use DD1r, UMP41r, UMP42, UMP43, DD4RQ (closed-shell).
000  Default, same as 1.
100  Original routines.
200  Slava routines.
The defaults are 22 for RCI, 11 for UCI, 42 for RQCI, and 31 for UQCI.

L914: State of interest:
0 We are not doing gradients, FP or CIS-MP2.
N We are interested in the Nth excited state.

IOp(9)

Convergence criterion (on energy for L913, wavefunction for L914).
0 Default:

L913 single point: 10-7 energy, 10-5 WFN.

L913 gradient: 10-8 energy, 10-6 WFN.

L914 single point: 10-4 WFN.

L914 gradient:10-6 WFN.
N 10-N.

IOp(10)

Test flag in Link 902.
Whether to do "fake" frozen-core (i.e., With a full
transformation). Only active in L914.
0 No; follow /Orb/.
1 For AO usage (NYI here).
2 Yes, note number of frozen core and virtual and reset /Orb/ for full.
3 Yes, and store full /Orb/ back on disk.
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IOp(11)

Flags for Green's function calculations:
0 Normal use of MO integrals.
1 Force direct computation of <ab||cd> contributions.
2 Force direct computation of <ia||bc> contributions.
00 Normal production of intermediates (In-Core if possible).
10 Force use of sort for intermediates.
100 Read window of MOs to refine in the same format as 801, but with two
ranges on the same line for open-shell.
1000 Force N3 algorithm in GFSCMA.
10000 Read EMin, EMax, and pole strength warning level on one line. Link 909
only.
Test flag in L902.
Spin projection control in L913:
0  Default (1)
1  Do basic projection.
2  Include triples?

IOp(12)

Test flag in L902.

IOp(13)

Symmetry constraint of output wavefunction from Stable=Opt:
0/1 Yes/No.

IOp(14)

ICNonI. Non-iterative corrections:
0 No.
1 Fourth-order triples (NYI).
2 Fourth and fifth order singles and triples—QCISD(T), BD(T).
3 Same as 2, but save the amplitudes.
4 Same as 2, but do E4T as well.

IOp(15)

Type of derivative information generated:
0 None.
1 Do Lagrangian in L906; do gradient in L913, included Z-amplitudes if
necessary.
2 Do AO derivatives and Lagrangian in L906.

L906: Control of (semi-) direct MP2:

N Do a maximum of (-N-6) occupieds per pass, using the fully out-of-core algorithm.●   

6 Force the fully In-Core algorithm.●   

5 Try to minimize integral evaluations as for -3, but also force use of the fully out-of-core algorithm in Tran4D.●   

4 Force a single integral evaluation as for -2, but also force use of the fully out-of-core algorithm in Tran4D.●   

3 Try to minimize integral evaluations, using fully direct methods if possible, otherwise spilling to disk.●   

2 Force a single integral evaluation (two for UMP2) using disk-based algorithm.●   
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1 Force in-memory algorithm (fully direct MP2, requires 2OVN words of memory for E2, 2N3 words for
derivatives).

●   

0 Default (same as -3) M Use disk storage for partially transformed integrals handling M occupieds at once. L913, L914:
Control of In-Core integrals for W(Tilda):

6 Force In-Core storage.●   

3 Suppress In-Core storage.●   

0 Default: In-Core if possible. 1 Use AO integral algorithm (L914 only).

IOp(17)

Auto-adjustment of tau in L918.
Functional to use in L914.

IOp(18)

Iteration scheme: DE= (in A(S)=W(S)/(DE-delta(S))) i.e., in the formation of
a new wave function.
0 Use DE depending on the method used (IOp(5)). DE = W(0)/A0 for method =
0,1. DE = 0 for method.gt.1.
Note that for perturbation methods (method=2,3,4,5) DE is not really needed
since the wave function formed never gets used.
1 W(0)/A0. Always.
2 0. Always.

IOp(19)

Extrapolation.
0 Default: CI using old extrapolation, QCISD using RLE.
1 Do not extrapolate.
2 Use BFGS.
3 Use DIIS.
4 Use old extrapolation for CI.
5 Use RLE.
00 Use A as guess for Z.
10 Use scaled A as guess for Z.
100 Reset RLE for Z iterations.

IOp(20)

Whether to update the total energy with the MP2 energy in L901.
0 Yes.
1 No (used in HF second derivative calculations).

IOp(21)

Guess for eigenvector of Y-matrix in Link 902.
Correction to CIS in L914:
0 No.

2 CIS-DFT (in primitive energy code).●   

1 CIS-MP2 (in primitive In-Core program).●   

1 CIS-MP2 (in MO Basis disk routine). 2 CIS-DFT (in production code). The functional is given by IOp(17).
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IOp(22)

Conversion factor in L919.
-1  Read in factor in format D20.10.
0  Default of 10-8.
N  10-N.

IOp(23)

Localization of orbitals in L919.
0  None.
1  Localize occupieds.
2  Localize virtuals.
3  Localize both.
00  Default (same as 10).
10  Choose configurations by simple truncation.
20  Read in configurations.
000  Rettrup-Davidson RPA.
100  Jorgensen-Linderberg Hermetian RPA.
0000  Out-of-core method.
1000  In-core method.
00000  Singlet states.
10000  Triplet states.
Maximum order of perturbation theory in L921 and L922.
Correction to CIS in L914:
0  No

2 CIS-DFT (in primitive energy code)●   

1 CIS-MP2 (in primitive in-core program)●   

1 CIS-MP2 (in MO Basis disk routine) 2 CIS-DFT (in production code). The functional is given by IOp(17).

IOp(25)

Print pair contribution and weight to correlation energy.
0 No.
1 Yes, at the end of CI.
2 Yes, at each cycle.
3 Yes, at one cycle given by input (I3).
4 Yes, at first cycle and at end.

IOp(26)

Normalization of the wavefunction.
0 Normalized to A(0)=1.
1 Sum(S) A(S)2 = 1 (All S).
Note: perturbation theoretical results are valid with Norm=0 only.

IOp(27)

Maximum amount of disk to use in L906:
-1 No disk; force fully direct method by default.
0 Use as much disk as needed for a single pass.
N N words.
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IOp(28)

Printing of dominant configurations.
0 Default (print coefficients 0.1 and above).

3 Do not print coefficients.●   

2 Print all coefficients every iteration.●   

1 Scan the 'A' vector and print all coefficients.●   

N Scan the 'A' vector and print all coefficients having coefficients greater than 0.0001N.

IOp(30)

Calculation of the one-particle density matrices:
00 Default (21 for CI, 22 otherwise).
1 Compute the CI one-particle density matrix.
2 Do not form the CI one-particle density matrix.
10 Compute the density correct to second order (not the same as the density
corresponding to the MP2 energy).
20 Do not compute the density correct to second order.

IOp(31)

Print vectors and matrices in 902 and 918. 0/1 No/Yes.

IOp(36)

Compute the T1 diagnostic of T.J. Lee.

IOp(37)

The maximum dimension for the QCISD extrapolation for BFGS extrapolation,
default size is 10. The maximum dimension is 25. It is also the same for DIIS
extrapolation.

IOp(38)

The minimum dimension for the QCISD extrapolation for BFGS extrapolation;
the smallest dimension is 1 and the default is 3. The maximum dimension is 8.

IOp(39)

L913: Type of convergence test.
0 Default: energy and gradient.
1 Converge on energy only.
2 Converge on energy and gradient.
3 Converge on gradient only. Convergence on gradient is for extrapolated CI
and QCISD procedures.

L914: Pick out guesses from restart file or orthogonalize guesses to the
states already on restart file (IOp49 must be set to 1 or 2 for this option to
be valid).
0 Just take guess from the restart file.
N Make N additional orthogonal guesses to those present.
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-1 Read which N states to use (free format integers).
WARNING: The states on the restart file must be orthogonal to the
convergence requested (i.e., the previous job must indicate that the
wavefunction, and not just expansion vectors, has converged).

IOp(40)

The reference wavefunction for MP2 in L906:
0 Default (HF).
1 CASSCF.
2 HF.
The threshold for printing eigenvector components in L914:
0 Ithr = 1.
N Ithr = N where threshold = GFloat(10)(-ithr).

IOp(41)

L914: The number of states to seek when using Davidson, or the number of
states to print out information for when using DODIAG:
0 Default to 2 lowest.
N N states.
-N Read in principle component of N guesses (Davidson) format I5 on last
card before EOF.

IOp(42)

Method and matrix blocks to work on in L914 (see below):
-NNN Mapped directly to NNN below.
1 AO basis.
2 In-Core. Mapped to 2, 222, or 20 as appropriate.
3 MO. Mapped to 3, 333, or 30 as appropriate.
0 Default is: 3 (RHF reference state), 333 (UHF reference state).
BITS MATRIX METHOD
1 AA,BB ---
NYI 10 AB Force Davidson in AO Basis
NYI100 BA ---
2 AA,BB ---
20 AB Force DODIAG to find all roots
200 BA ---
3 AA,BB ---
30 AB Force Davidson in MO Basis
300 BA ---

IOp(43)

How to handle subsequent Davidson iterations in L914:
0 If this is not a restart, then halve the number of states at the second
iteration. If this is a restart, then don't.
1 Force Davidson to halve the number of states at iteration 2.
2 Force Davidson not to halve the number of states at iteration 2.

IOp(44)

Density matrix control for filling rwf 633 in L914:
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0 Same as 2.
1 Do densities of each excited state.
2 Do densities and transition densities from ground.
3 Do densities, transition densities from ground, and transition densities
among all excited states.

IOp(45)

Debug option for comparing previous results in L914.
0 Use Phycon to convert to eV's.
1 Use old conversion to eV's.

IOp(46)

Control of Davidson convergence in L914:
<0 Use Ortvec convergence only.
0 Converge on the number of roots—IOp(41).
N Converge on CI amplitudes for N lowest states.

IOp(47)

Control of Davidson iterations in L914:
0 Usual.
1 Do not do any iterations (Guess=Print).
2 Stop after the first iteration.

IOp(48)

Restriction on types of roots (Davidson RHF only):
0 Guess only singlets.
1 Same as 0.
2 Guess both singlets and triplets.
3 Guess only triplets.
Note: In extreme cases, a singlet guess might result in a triplet root
(small number of roots sought).

IOp(49)

Initial guess vectors:
0 Make a guess based on diagonal elements.
1 Use guess vectors already on rwf.
2 Use guess vectors already on chk.
3 Generate guesses from CIS densities on chk.
4 Generate guesses from CIS densities on rwf.

IOp(60-62)

Overrides the standard values of IRadAn, IRanWt, and IRanGd.

IOp(70)

1 to force TDHF in L914.
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Overlay 10
This overlay consists of programs that solve the coupled perturbed Hartree-Fock equations and compute the contribution
of the resulting coefficient derivatives to the Hartree-Fock second derivatives and post-SCF first derivatives.

IOp(5)

Calculation of first derivatives of post-SCF energies. Only implemented for
closed-shell and UHF.
0 No.
1 Calc. D E(MP2) / D R.
2 Calc. D E(CID) / D R.
3 Calc. D E(CISD) / D R.
4 Calc. D E(CIS) / D R.
5 Calc. D E(CCD) / D R.
6 Calc. D E(QCISD) / D R.
7 Calc. D E(BD) / D R.
8 Calc. D E(MP3) / D R.
9 Calc. D E(MP4) / D R.
00 Default CPHF usage (Z-Vector unless HF D2E).
10 Full 3*NAtoms CPHF.
20 Z-Vector method.
30 Test Z-Vector using full CPHF.
000 Default derivative processing—just set up here unless doing HF
second derivatives simultaneously.
100 Compute F1 and S1 derivative terms here.
200 Do not process any derivative terms here. Setup for external processing
of W and Z.

IOp(6)

Calculation of the second derivatives of the SCF energy. Available for RHF,
UHF, and high-spin ROHF.
0 No.
1 Calc. D2 E(SCF) / D R(I) D R(J).
2 Setup for MP2 second derivatives (i.e., no contributions to the force
constants are done here).
00 Default: Use new Px/Wx digestion code if possible; save as little data as
possible.
10 Use old Px/Wx digestion code.
20 Use new Px/Wx code but save both S1 and F1 over MOs.
30 Use new Px/Wx code. Save F1 but do not save S1.
100 Compute dipole derivatives using only electric field CPHF and F(x)
matrices.
1000 Set up for GIAO MP2 calculation. 

IOp(7)

RMS convergence on C1(I,A) contributions. The max element is tested against
10* this value.
0 Default: 1.D-9, except 1.D-11 for Z-Vector CPHF.
N 1.D-N.
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IOp(8)

Selection of linear equation solution method.
0 Default (same as 2).
1 Expand each variable in a separate expansion space.
2 Solve all equations together, possibly reverting to the old (one variable
at a time) method in the secondary solution.
3 Invert the A matrix directly.

IOp(9)

Whether to compute Born-Oppenheimer corrections.
0 No.
1 Yes.

IOp(10)

Control of CPMC-SCF during avoided crossing/conical intersection searches.

IOp(11)

Largest matrix for direct inversion in LinEq2.
0 Default. Invert directly if there is enough memory.
-1 Always use DIIS, never invert directly.
N N.

IOp(12)

Method:
0 Default (CIS).
1 Unused
2 MP2
3 CID
4 CISD
5 CIS
6 CCD
7 QCISD

IOp(13)

The nature of the perturbation(s).
0 Default (first order nuclear and electric field).
IJKL  Nuclear Lth order, electric field Kth order, magnetic field Jth order
nuclear magnetic moment Ith order.
Only first order CPHF is available for ROHF.

IOp(14)

Whether to update dipole and polarizability derivatives.
0 Default (Yes if IOp(5).eq.0).
1 Update dipole.
2 Do not update dipole.
10 Update polarizability.
20 Do not update polarizability.
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100 Force second order CPHF for polarizability derivatives.

IOp(15)

What to do with expansion vectors from the linear equations.
0 Default (=1 if IOp(8)=1 and electric field only and no derivatives are
being computed, =2 otherwise).
1 Save vectors at end.
2 Delete vectors at end of each CPHF.
3 Pass vectors from the first to the second order CPHF, but delete at the
end of the link.
00 Default (use old vectors, if available).
10 Use old vectors, if available.
20 Ignore old vectors.
Note that because of numerical instabilities in the simultaneous solution
method, reusing old expansion vectors for new B vectors can reduce accuracy.
This may be acceptable in the electric field second order CPHF, which is used
only for one term in polarizability derivatives and for which the accuracy
requirements are less stringent, but use of electric field expansion vectors for
nuclear coordinate CPHF can cause errors of up to 1 cm-1 with current
tolerances. This option is normally used to pass first order electric field
results to the second invocation of 1002 during frequency calculations.

IOp(16)

Convergence in secondary linear equations (only for simultaneous solution).
0 Use standard machine tolerance (MDCutO) on maximum and RMS.
N Convergence is 10(-N) for max and RMS.

IOp(17)

Frozen-core:
0 Default (use AO 2PDM for Lagrangian only if orbitals are frozen in /Orb/).
1 Do C1, C2, S1, and S2 off the AO 2PDM.
2 Convert /Orb/ to full, for debugging frozen-core with integrals over the
full window.
3 Save as 2, but leave the full version of /Orb/ on the disk.
4 Integrals are windowed.

IOp(18)

Whether to do correct or approximate CPHF.
0 CPHF is done correctly.
1 The A-Matrix is neglected, and hence the U-matrices are set equal to the
B-matrices (i.e., uncoupled Hartree-Fock is used).
2 The U-matrices are set to zero.
3 Only a single set of products AX are computed, independent of convergence
criteria. Simultaneous solution is implied.

IOp(19)

Whether overlap (S1) terms must be included.
0 Default (Yes).
1 Yes.
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2 No.
Note that the appropriate rwf (588) must be present in any case.

IOp(20)

How to handle 2e integral contributions:
0 Default (decide on the fly).
1 Read the 2e integral files, MO if possible.
2 Compute the 2e integrals when needed. This link should have been built
with the non-dummied version of FoFDir and associated integral routines—force
direct.
3 Force use of AO integrals, even if MO ones are available, i.e. force AO or
direct.
4 Do not use <IA||BC> integrals, even if present.
MNX Use option MN in control of 2e integral calculation.

IOp(21)

Whether to store Uai, Spq, and full MO Fock matrix derivatives in permanent
rwfs.
0 Default (No).
1 Yes. Disables use of symmetry to reduce the size of the CPHF problem here.
2 No.

IOp(22)

The multipole (electric field) perturbations to include. Only used if J part
of IOp(13) is non-zero.
0  Default. Uniform electric field (dipole) only.
1  Dipole (uniform electric field).
2  Quadrupole (electric field gradient, all six Cartesian components).
3   Octopole.
4   Hexadecapole.

IOp(28)

State for CPMC-SCF:
0 Default (ground state).
N Nth excited state.

IOp(29)

Use of Raffenetti integrals during direct SCF.
-N All integrals done as Raffenetti if there are N or more matrices; all as
regular if there are less than N.
0 Default: let FoFDir decide.
1 All integrals are done as regular integrals.
N Integrals with degree of contraction greater than or equal to N are done
as regular integrals.

IOp(30)

In-core storage of 2e integrals:
0 Default—do if possible in direct calculation.
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1 Force In-Core storage; recover ints if available on rwf 610.
2 Force recomputation.

IOp(31)

Whether to use symmetry to reduce the number of CPHF equations:
0 Default (Yes).
1 No.
2 Yes.

IOp(32)

Whether to read D2E file in Link 1003:
0 Default (No).
1 Yes.
2 No.
Whether to apply interchange in link 1004:
0 Default (No).
1 Yes.
2 No.

IOp(44)

SCRF calculation.
0 No.
1 Yes.

IOp(45)

The type of gauge transformations to perform to calculate the current
distribution within the molecule, and hence the molecule's other magnetic
properties.
-1 None.
0  Default (16 if doing magnetic CPHF).
1  Use single gauge origin - the gauge used to calculate the angular
momentum perturbed wavefunctions.
2  Use IGAIM method Ä gauge origin coincident with the nucleus of the
integrated atomic regions.
4  Use CSGT method. 
8  Use single gauge origin Ä the coordinates of which are read in (in
Angstroms). 
16  Use GIAOs.

IOp(46)

Whether to calculate dipole and rotational strengths  (VCD) 
0  No (Default)
1  Yes

IOp(60-62)

Override the standard values of IRadAn, IRanWt, and IRanGd.

IOp(63)
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Changing defaults.
0  Default: Use FMM if turned on globally, use more  aggressive cutoffs in
Xc integration, use more aggressive cutoffs in integrals and FMM unless doing
NFx.
1  Turn off FMM here, regardless.
2  Use FMM if turned on globally.
10  Use global cutoffs.
20  Use local, lower cutoffs suitable only for CPHF/CPKS.

Overlay 11
Overlay 11 consists of programs that form one- and two-electron integral contributions to the Fock matrix derivatives.

IOp(5)

IFWRT. Derivative integral write option.
0 Do not produce a D2E file.
1 Produce a D2E file.

IOp(6)

IFHFFX. Whether or not to contract integral derivatives with Hartree-Fock
density matrix terms to produce Hartree-Fock two-electron contribution to the
forces.
0 No.
1 Yes.
2 Yes, also contracted electric field density matrix derivatives to form the
two-electron integral derivative contribution to the polarizability derivatives.

IOp(7)

IFTPDM. Whether or not to contract integral derivatives with a 'read-in'
two-particle density-matrix.
0 No.
1 Yes.
2 Yes, but generate and write out the HF 2PDM here for debugging purposes.

IOp(8)

IFF1. Whether or not to compute F1 over AOs.
0 No.
1 Yes.
2  Yes, then compress to active atoms.
3  Generate active list.
Note: The format of this option is 10*MODE+IFF1.
Mode   Algorithm to Use 
New Version:
0   Default (same as 1).
N   Make at least N passes.
Old Version:
0  Let the program decide.
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1  Use 'In-Core' algorithm.
2  Use 'out-of-core' algorithm.

IOp(9)

IDOUT. First-derivative output option. Contains I2*100+I1*10+I0.
I0 Whether or not to use the contents of IrwfX.
0 No.
1 Yes, if not there, merely set the array to zeroes.
I1 Processing of two-electron Hartree-Fock contributions.
0 None.
1 Take HF contributions from FX1 (a la IFHFFX).
2 Take HF contributions from F1 (a la IFF1). (Forms the 1/2(F-H) term in
Link 1110).
3 Form 1/2(F+H) term in Link 1110.
I2 Processing of TPDM contributions.
0 None.
1 Add in contents of FX2.

IOp(10)

Whether to compute Fock matrices, Lagrangian, and SCF energy in L1110:
0 No.
1 Yes.

IOp(11)

Control of integral derivative algorithm:
0 Default. Use IsAlg to decide.
2 Scalar RYS SPDF.
3—11 Illegal here.
12 FoFDir: PRISM SPDF.
13 Illegal here.

IOp(12)

Selection of 1PDM in L1102 and L1110:
0 Usual SCF density.
N Use generalized density number N for both the one-electron integral
derivatives and the corresponding 2PDM terms.

IOp(13)

Flags for L1112:
0 Default for IxÞSx (same as 1).
1 Use Ix.
2 Use L(x) and Ux*i.
00 Formation of Ux*I*T terms, default, same as 1.
10 N4 I/O algorithm.
20 Old gOV3 I/O algorithm.
000 Formation of Fx*T*T terms: default is to choose based on available
memory.
100 Force O2V2 method.
200 Use (2g+O)V2 memory algorithm even if O2V2 memory is available.
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300 Force old N5 I/O algorithm.
0000 Default Ix*T algorithm (1).
1000 Force new algorithm.
2000 Force old algorithm.

IOp(14)

The nature of the perturbation(s).
0 Default (1st order nuclear and electric field).
IJK Nuclear Kth order, electric field Jth order, magnetic field Ith order.

IOp(15)

Controls output of derivatives to rw-files.
i4*10000+i3*1000+i2*100+1i*10+i0.
i0 .ne.0 load FXYZ from rw-files if it exists.
i1 .eq.1 calculate nuclear contribution.
i2 .ne.0 calculate one-electron contribution.
i3 .ne.0 controls output of 'old' format.
i4 .ne.0 forces out-of-core algorithm.

IOp(16)

Mode of operation of L1102.
0 Default: compute dipole derivative matrices only.
1 Also compute dipole derivative integral contribution to the HF dipole
derivatives.
10 Also compute HF contribution to the dipole moment.

IOp(17)

Frozen-core in L1111:
0 Default (use AO 2PDM for Lagrangian only if orbitals are frozen in /Orb/).
1 Do C1, C2, S1, and S2 off the AO 2PDM.
2 Convert /Orb/ to full, for debugging frozen-core with integrals over the
full window.
3 Save as 2, but leave the full version of /Orb/ on the disk.
10 Form the derivative integral contribution to the Lagrangian as well. This
is stored on disk as RL(NBasis,NBasis,NAt3,IOpCl+1) in rwf 1001.

IOp(18)

Saves AO 2PDM from L1111.
0 No.
N Save the AO 2PDM on rwf N. It is (NTT,NTT) and includes factors
(2-delta(ij))(2-delta(kl)). It does not include any normalization factor.

IOp(19)

Whether to delete MO integrals after 1112:
0 Default (Yes).
1 Yes.
2 No.
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IOp(20)

How to handle 2e integral contributions in L1112:
0 Default (same as 1).
1 Read the 2e integral files, MO if possible.
2 Compute the 2e integrals when needed. This link must have been built with
the non-dummied version of FoFDir and associated integral routines.
3 Force use of AO integrals, even if MO ones are available.
MNX Use option MN in control of 2e integral calculation.

IOp(21)

Size of buffers for integral derivative file.
0 Default (machine dependent; see DSet2E).
N N integer words.

IOp(22)

In-core option in 1112.

IOp(23)

Use of Raffenetti integrals during direct term in L1112:
-N All integrals done as Raffenetti if there are N or more matrices; all as
regular if there are less than N.
0 Default: let FoFDir decide.
1 All integrals are done as regular integrals.
N Integrals with degree of contraction greater than or equal to N are done
as regular integrals.

IOp(24)

Output of 1102:
00 Default (01).
1 Contract with density matrix to form dipole derivative contributions.
10 Store dipole derivative matrices on disk.

IOp(26)

Program accuracy option.
0 Do integrals economically to 10(-10) accuracy.
1 'Test' option. Bypass cutoffs.

IOp(27)

Integral retention parameter.
0 Retain integrals ge 10(-10) in the D2E file (if selected) and/or 10(-10)
in the integral heap if IFF1=1 and MODE=2.
N Retain integrals GE 10(-N).

IOp(28)

Location or generation of MO 1- and 2PDMs for L1111:

7 Compute QCISD 2PDM.●   
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6 Compute CCD 2PDM.●   

5 Compute CIS 2PDM.●   

4 Compute CISD 2PDM.●   

3 Compute CID 2PDM.●   

2 Compute MP2 2PDM.●   

1 Compute HF DMs.●   

0 Default (rwfs 626, 627, and 628). N rwfs N (1PDM), N+1 (W), and N+2 (2PDM).

IOp(29)

What to do:
1 Transform 1PDM and Lagrangian from MO to AO.
10 Transform 2PDM from MO to AO.
100 Sort AO 2PDM into shell order. If back transformation has not been
requested, the double-length AO 2PDM is expected in file 1001. The sorted 2PDM
is left in file 602.
200 Form the contribution of the 2PDM to the forces right here. Note that if
the 2PDM is also to be left behind, it will be over 6d/10f and have the HGP d
and f scale factors in it.
1000 Suppress writing alpha, beta, and spin density rwfs.
10000 Form and sort the 2PDM derivatives rather than the 2PDM.
20000 Generate replicated 2PDM copies for testing.

IOp(30)

What to compute using integrals or D2E file.
1 Energy.
10 Gradient.

IOp(31)

Whether to use symmetry in RYS integral derivatives in L1110:
0 Yes.
1 No.

IOp(32)

Whether to do 2PDM or just Lagrangian in L1111:
0 Compute full gradient (default).
1 Compute full gradient (same as default).
2 Compute density only.
3 Compute density and W only.
4 Compute 2PDM only, no density or W.

IOp(33)

IPRINT. Print option.
0 No printing.
1 Print computed first-derivatives.
2 Print F1 matrices.

IOp(40)
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Neglect of integrals (only option 1 works in Overlay 10):
0 Keep all integrals.
1 Neglect four center integrals.
2 Neglect three center two-electron integrals as well.
3 Neglect 2e integrals with diatomic differential overlap.
10 Neglect three center one-electron integrals.
20 Neglect 1e integrals with diatomic differential overlap.
30 Do only overlap and not other 1e integrals.

IOp(41)

NDDO flag.
0 Evaluate usual integrals.
1 Evaluate matrices in the NDDO approximation.

IOp(42)

Compressed file formats.  
0  Default:  compressed.
1  Force expanded form.
2  Force compressed form.

IOp(44)

SCRF frequency calculation:
0 No.
1 Yes.

IOp(60-62)

Override standard values of IRadAn, IRanWt, and IRanGd.  

IOp(63)

Whether to do FMM.
0  Use global default.
1  Turn off FMM here regardless.

IOp(70)

Whether to allow cavity to move in PCM derivatives.
0 Default (No).
1 Yes.
2 No.

Overlay 99
This is the last link to be executed in a Gaussian 98 run. It has the following functions:

Makes an archive entry.●   

Makes sure that only the useful information is saved on the checkpoint file.●   

Optionally reformats results of the calculation for other programs.●   
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Prints out a message.●   

Ends the run.●   

IOp(5)

Controls handling of the checkpoint file:
0 The run is an optimization or frequency run, so both the permanent and
restart files are in the checkpoint file. Delete the restart information if the
run is finishing normally (i.e., if the error termination ILSW bit is not set).
1 The run is not an optimization. Save the permanent information (MOs, basis
set info, etc.) on the checkpoint file.
2 Do not write anything to the checkpoint file.
3 Archive data from the checkpoint file.
4 Restart a multi-step job, recovering data from the checkpoint file and
figuring out which job step to run next and whether it needs restart if an
optimization or numerical frequency.

IOp(6)

Controls the output of FORTRAN unformatted files for other programs:
0 No PolyAtom output.
1 PolyAtom output in working precision to FORTRAN unit 8.
00 No GVB2P5 trans file.
10 GVB2P5 trans file to unit 14.
100 WFN file output.
200 WFN file output with magnetic orbital derivatives.
300  WFN file output with GIAO magnetic orbital derivatives.
1000 Use natural orbitals in WFN file.

IOp(7)

Controls whether MOs are written to the PolyAtom integral tape in LANL
style.
0 No.
1 Yes.

IOp(8)

Reads temperature, pressure, and isotopes during multi-step energy
calculations:
0 Default (same as 1).
1 No, use defaults.
2 Yes.

IOp(9)

Controls archiving of dipole moment and other electric field derivatives,
except for archiving from the chk file.
0 Archive all as is.
1 Archive all, but rotates to Z-matrix orientation first.
2 Do not archive.

IOp(10)
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Controls punching of assorted information (i.e., Formatted output to unit
7).
0 Nothing.
1 Title.
2 Atomic numbers and coordinates in format (I3,3D20.12).
4 Derivatives (forces and force constants) in format (2X,3D20.12). These are
in the Z-matrix orientation.
8 The archive entry. This is independent of normal archiving to the main
file.
16 An input deck for HONDO.
32 The molecular orbitals, in format suitable for Guess=Cards, in the
standard orientation.
64 A GAMESS input deck.
128 The natural orbitals generated by Link 601.
256 A WFN file for PROAIMS.
512 Use natural orbitals in WFN file.

IOp(11)

Indicates the  type of database to update:
0 Default (3).
1 Old format.
2 New format.
3 Both.

IOp(12)

Flag for coordinate optimization:
0 No.
1 Yes. Remove /ZMat/ and /ZSubst/ from the rwf and chk files.

IOp(13)

Whether this is the end of the job step:
0 Default (Yes).
1 Yes.
2 No.
3 Go back to Link 1.

IOp(14)

Whether to attempt to express the final optimized structure in terms of the
input Z-matrix:
0  Yes if there are 20 or fewer atoms.
1  Yes.
2  No.
3  Yes, and update rwfs.

IOp(15)

Acts as though in multi-step job type IOp(15).

IOp(16)
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Treats the job as type (Info(7)) given by IOp(16).

IOp(17)

Treats the job as MSJDon=IOp(17) step in a multi-step job.

IOp(33)

Controls debug print:
0 No debug print.
1 Debug print.
The convention for non-scalar results in archive entries is that all vector
and tensor results have their components specified in the Z-matrix orientation.
Origin-dependent quantities are specified with respect to the center of charge
of the nuclei (an isotope-independent origin).

Return to Gaussian Home Page
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Physical Constants

Here are summarized various conversion factors and physical constants used by
Gaussian 98 in converting from standard to atomic units. All quantities used in
calculations inside Gaussian 98 are in atomic units; the conversion factors are
used only when processing input or generating printed output.

RAW CONSTANTS

The constants which are stored directly in the program are:

1 Bohr (a0) = 0.529177249 Å [281]

1 Atomic mass unit (amu) = 1.6605402 x 10**-27 kilograms [281]

1 Electron charge (e) = 4.803242 x 10**-10 ESU [287] = 1.602188 x 10**-19
Coulombs [288]

Planck's constant (h) = 6.6260755 x 10**-34 Joule-secs [281]

Avogadro's number (NA) = 6.0221367 x 10**23 [281]

1 Calorie = 4.184 Joules [289]

1 Hartree = 4.3597482 x 10**-18 Joules [281]

Speed of light (c) = 2.99792458 x 10**10 cm/sec [289]

Boltzman constant (k) = 1.380658 x 10**-23 Joules/degree [281]

Inverse fine structure constant ( -1) = 137.0359895 [281]

Molar volume of ideal gas at 273.15 K = 0.022411 m**3 [281]

CONVERSION FACTORS

The following useful conversion factors can be derived from the above:

Electron mass = 0.910953 x 10**-30 kg

Proton mass = 1836.1527 electron mass

1 Atomic mass unit = 1822.8880 electron mass

1 Electron volt (eV) = 23.06035 kcal/mol

1 Hartree = 627.5095 kcal/mol = 27.2116 eV
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1 Bohr-electron = 2.541765 Debye

1 Debye**2-angstrom**-2-amu**-1 = 42.2547 km-mol**-1 = 5.82587 x
10**-3 cm**-2-atm**-1 at STP

1 Hartree**(-1/2)-Bohr**-1-amu**(-1/2) = 219474.7 cm**-1

Return to TOC
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About Gaussian 98 Input

Gaussian 98 input consists of a series of lines in an ASCII text file. The basic structure of a Gaussian 98 input file includes
several different sections:

Input File Section Purpose Blank-line Terminated?
Link 0 Commands Locate and name scratch files no

Route section (# lines)
Specify desired calculation type, model chemistry and other
options

yes

Title section Brief description of the calculation yes
Molecule specification Specify molecular system to be studied yes
Optional additional sections Input needed for specific job types usually yes

Many Gaussian 98 jobs will include only the second, third, and fourth sections. Here is an example of such a file, which
requests a single point energy calculation on water:

# HF/6-31G(d)                                   Route section

water energy                                    Title section

0   1                                           Molecule specification

O  -0.464   0.177   0.0                         (in Cartesian coordinates)

H  -0.464   1.137   0.0

H   0.441  -0.143   0.0

In this job, the route and title sections each consist of a single line. The molecule specification section begins with a line
giving the charge and spin multiplicity for the molecule: 0 charge (neutral molecule) and spin multiplicity 1 (singlet) in this
case. The charge and spin multiplicity line is followed by lines describing the location of each atom in the molecule; this
example uses Cartesian coordinates to do so. Molecule specifications are discussed in more detail later in this chapter.

The following input file illustrates the use of Link 0 commands and an additional input section:

%Chk=heavy                                         Link 0 section

#HF/6-31G(d) Freq=ReadIsotopes                     Route section

Heavy water frequencies                            Title section

0   1                                              Molecule Specification section

atomic coordinates

298.15   1.0                                       Additional input section for the

 16                                                Freq=ReadIsotopes keyword

  2

  2

This job requests a frequency calculation on water using alternate isotopes for the hydrogen atoms. The job also specifies a
name for the checkpoint file.

FOR MORE INFORMATION

About Gaussian 94 Input
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General Input Syntax

In General, Gaussian 98 input is subject to the following syntax rules:

 Input is free-format and case-insensitive.

 Spaces, tabs, commas, or forward slashes can be used in any combination to
separate items within a line. Multiple spaces are treated as a single delimiter.

 Options to keywords may be specified in any of the following forms:

keyword = option

keyword(option)

keyword=(option1, option2, ...)

keyword(option1, option2, ...)

Multiple options are enclosed in parentheses and separated by any valid
delimiter (commas are conventional and are shown above). The equals sign
before the opening parenthesis may be omitted, or spaces may optionally be
included before and/or after it.

Note that some options also take values; in this case, the option name is
followed by an equals sign: for example, CBSExtrap(NMin=6).

 All keywords and options may be shortened to their shortest unique
abbreviation within the entire Gaussian 98 system. Thus, the Conventional
option may be abbreviated to Conven, but not to Conv (due to the presence of
the Convergence option). This holds true whether or not both Conventional
and Convergence happen to be valid options for any given keyword.

 The contents of an external file may be included within a Gaussian 98 input
file using the following syntax: @filename. This causes the entire file to be
placed at the current location in the input stream. Appending /N to such
commands will prevent the included file's contents from being echoed at the
start of the output file.

 Separate comment lines may appear anywhere within the input file.
Comments begin with an exclamation point (!), which may appear anywhere on
a line.

Return to TOC

General Input Syntax

http://www.gaussian.com/00000012.htm [2/2/2000 4:25:12 PM]

http://www.gaussian.com/g94.htm


Model Chemistries

The combination of method and basis set specifies a model chemistry to
Gaussian 98, specifying the level of theory. Every Gaussian 98job must specify
both a method and basis set. This is usually accomplished via two separate
keywords within the route section of the input file, although a few method
keywords imply a choice of basis set.

If no method keyword is specified, HF is assumed. Most method keywords
may be prefaced by R for closed-shell restricted wavefunctions, U for
unrestricted open-shell wavefunctions, or RO for restriced open-shell
wavefunctions: for example, ROHF, UMP2, or RQCISD. RO is available
only for Hartree-Fock, all Density Functional methods, AM1, MINDO3,
MNDO, and PM3 semi-empirical energies and gradients, and MP2 energies;
note that analytic ROMP2 gradients are not yet available.

In most cases, only a single method keyword should be specified, and including
more than one of them will produce bizarre results. However, there are
exceptions:

CASSCF may be specified along with MP2 to request a CASSCF calculation
including electron correlation.

ONIOM and IRCMax jobs require multiple method specifications. However,
they are given as options to the corresponding keyword.

The form model2 // model1 described previously may be used to generate an
automatic Opt+SP computation.

 See Also

Method Availabilities

Job Types

Basis Sets

Return to TOC

Model Chemistries

http://www.gaussian.com/00000016.htm [2/2/2000 4:25:14 PM]

http://www.gaussian.com/g94.htm


Method Availabilities in Gaussian 98

Method
Keyword(s) SPa Optb Freqc IRC Traj ONIOM Polar Stable Volume Stable

HF

CASSCF

GVB

MP2

MP3,
MP4(SDQ)

MP4(SDTQ)

MP5

CI

QCISD, CCD

QCISD(T) or
(TQ), CCDSD

BD

OVGF

Density
Functional
Methods
G1, G2,
G2MP2
Complete Basis
Set Methods

CIS

Zindo, RPA

Semi-Empirical
Methods
(ground state)

d

Molecular
Mechanics
Methods

d

a Note that the availability for Scan is the same as that for SP.
b Refers to the availability of analytic gradients. Note that the availability for Force and
the IRC portion of IRCMax is the same as that for Opt.
c Refers to the availability of analytic second derivatives.

Method Availabilities in G98

http://www.gaussian.com/avail.htm (1 of 2) [2/2/2000 4:25:16 PM]



d Frequencies are computed numerically but options such as Opt=CalcFC are still valid

 Related Information:

Model Chemistries
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Gaussian 98 Job Types

The route section of a Gaussian 98 input file specifies the type of calculation to
be performed. There are three key components to this specification:

 The job type

 The method

 The basis set

The following table lists the job types available in Gaussian 98:

Keyword Type of Job

SP Single point energy

Opt Geometry optimization

Freq Frequency and thermochemical analysis

IRC Reaction path following

Scan Potential energy surface scan

Polar Polarizabilities and hyperpolarizabilities

Trajectory Direct dynamics trajectory calculation.

Force Compute forces on the nuclei

Stable Test wavefunction stability

Volume Compute molecular volume

Density=Checkpoint Recompute population analysis only

Guess=Only Print initial guess only; recompute population analysis

ReArchive Extract archive entry from checkpoint file only

In general, only one job type keyword should be specified. The only exceptions
to this rule are that Polar and Opt may be specified with Freq. In the latter
case, the geometry optimization is automatically followed by a frequency
calculation at the optimized structur.

Opt may be combined with IRCMax in order to specify options for the
optimization portion of the calculation.

When no job type keywords is specified within the route section., the default
calculation type is usually a single point energy calculation (SP). However, in

Gaussian 94 Job Types
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Gaussian 98, a route section of the form: method2/basis2 // method1/basis1
may be used to request an optimization calculation (at method1/basis1)
followed by a single point energy calculation (at method2/basis2) at the
optimized geometry. For example, the following route section requests a
HF/6-31G(d) geometry optimization followed by a single point energy
calculation using the QCISD/6-31G(d) model chemistry:

# QCISD/6-31G(d)//HF/6-31G(d)

Test In this case, the Opt keyword is optional and is the default. Note that Opt
Freq calculations may not use this syntax.

 See Also

Predicting Molecular Properties

Return to TOC
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Basis Sets

Most methods require a basis set be specified; if no basis set keyword is included
in the route section, then the STO-3G basis will be used. The exceptions consist of
a few methods for which the basis set is defined as an integral part of the method;
they are listed below:

 All semi-empirical methods (including Zindo for excited states)

 All molecular mechanics methods

 G1, G2 and G2MP2

 CBS-4, CBS-Lq, CBS-Q, CBS-QB3, and CBS-APNO

The following basis sets are stored internally in the Gaussian 98 program (see
references cited for full descriptions), listed below by their corresponding
Gaussian 98 keyword (with two exceptions):

 STO-3G [159-160]

 3-21G [161,162,163,293,294,295]

 6-21G [161-162]

 4-31G [164,165,166,167]

 6-31G [164,165,166,167,168]

 6-31G† and 6-31G††: Gaussian 98 also includes the 6-31G-dagger and
6-31G-double-dagger basis sets of George Petersson and coworkers, defined as
part of the Complete Basis Set methods [75,169]. These are accessed via the
6-31G(d') and 6-31G(d',p') keywords, to which single or double diffuse functions
may also be added.

 6-311G: Specifies the 6-311G basis for first-row atoms and the
MacLean-Chandler (12s,9p) (621111,52111) basis sets for second-row atoms
[170-171] (note that the basis sets for P, S, and Cl are those called "negative ion"
basis sets by MacLean and Chandler; these were deemed to give better results for
neutral molecules as well), the Wachters-Hay [172-173] all electron basis set for
the first transition row, using the scaling factors of Raghavachari and Trucks
[174], and the 6-311G basis set of McGrath, Curtiss and coworkers for most of the
rest of the third row (note that K and Ca are not currently defined) [290,291,292].

Note that Raghavachari and Trucks recommend both scaling and including diffuse
functions when using the Wachters-Hay basis set for first transition row elements.
You will need to use the 6-311+G keyword form to include the diffuse functions
recommended in their paper (see reference [174]). MC-311G is a synonym for
6-311G.

Basis Sets
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 D95V: Dunning/Huzinaga valence double-zeta [175].

 D95: Dunning/Huzinaga full double zeta [175].

 SHC: D95V on first row, Goddard/Smedley ECP on second row [175-176].
Also known as SEC.

 CEP-4G: Stephens/Basch/Krauss ECP minimal basis [177, 359, 360].

 CEP-31G: Stephens/Basch/Krauss ECP split valance [177, 359, 360].

 CEP-121G: Stephens/Basch/Krauss ECP triple-split basis [177, 359,360].

 LanL2MB: STO-3G [159-160] on first row, Los Alamos ECP plus MBS on
Na-Bi [178,179,180].

 LanL2DZ: D95 on first row [175], Los Alamos ECP plus DZ on Na-Bi
[178,179,180].

SDD:D95 on the first row [175] and Stuttgart/Dresden ECP's on the remainder
of the periodic table [364, 365, 366, 367, 368, 369, 370, 371, 372, 373, 374, 375,
376, 377, 378, 379, 380, 381, 382, 383, 384, 385, 386, 387].

 cc-pVDZ, cc-pVTZ, cc-pVQZ, cc-pV5Z, cc-V6Z: Dunning's correlation
consistent basis sets [181,182,183, 356, 357] (double, triple, quadruple,
quintuple-zeta, and sextuple zeta, respectively). These basis sets have had
duplicate functions removed and have been rotated [358] in order to increase
computational efficiency. As so altered they produce identical energetic results to
the cc* basis sets in Gaussian 94.

These basis sets include polarization functions by definition. The following table
lists the valence polarization functions present for the various atoms included in
these basis sets:

Atoms cc-pVDZ cc-pVTZ cc-pVQZ cc-pV5Z cc-pV67
H 2s,1p 3s,2p,1d 4s,3p,2d,1f 5s,4p,3d,2f,1g 6s,5p,4d,3f,2g,1h
He 2s,1p 3s,2p,1d 4s,3p,2d,1f not available not available
B-Ne 3s,2p,1d 4s,3p,2d,1f 5s,4p,3d,2f,1g 6s,5p,4d,3f,2g,1h 7s,6p,5d,4f,3g,1i
Al-Ar 4s,3p,1d 5s,4p,2d,1f 6s,5p,3d,2f,1g 7s,6p,4d,3f,2g,1h not available

These basis sets may be augmented with diffuse functions by adding the AUG-
prefix to the basis set keyword (rather than using the + and ++ notation--see
below).

*However, the elements He, Mg, Li, Be, and Na do not have diffuse functions
defined within these basis sets.

Dcc-pVDZ and Dcc-pVTZ: Dunning¹s correlation consistent basis sets as
above using Davidson¹s contraction scheme [358] which reduces the number of
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primitives in the s and p contracted functions.

SV, SVP and TZV of Ahlrichs and coworkers [361, ]

Midi! of Truhlar and coworkers [363]. The MidiX keyword is used to request
this basis set.

ADDING POLARIZATION AND DIFFUSE FUNCTIONS

Single first polarization functions can also be requested using the usual * or **
notation. Note that (d,p) and ** are synonymous--6-31G** is equivalent to
6-31G(d,p), for example--and that the 3-21G* basis set has polarization functions
on second row atoms only. The + and ++ diffuse functions [184] are available
with some basis sets, as are multiple polarization functions [185]. The keyword
syntax is best illustrated by example: 6-31+G(3df,2p) designates the 6-31G basis
set supplemented by diffuse functions, 3 sets of d functions and one set of f
functions on heavy atoms, and supplemented by 2 sets of p functions on
hydrogens.

When the AUG- prefix is used to add diffuse functions to the cc-pV*Z basis sets,
one diffuse function of each function type in use for a given atom is added
[181-182]. For example, the AUG-cc-pVTZ basis places one s, one d, and one p
diffuse functions on hydrogen atoms, and one d, one p, one d, and one f diffuse
functions on B through Ne and Al through Ar.

Adding a single polarization function to 6-311G (i.e. 6-311G(d)) will result in one
d function for first and second row atoms and one f function for first transition
row atoms, since d functions are already present for the valence electrons in the
latter. Similarly, adding a diffuse function to the 6-311G basis set will produce
one s, one p, and one d diffuse functions for third-row atoms.

When a frozen-core calculation is done using the D95 basis, both the occupied
core orbitals and the corresponding virtual orbitals are frozen. Thus while a D95**
calculation on water has 26 basis functions, and a 6-31G** calculation on the
same system has 25 functions, there will be 24 orbitals used in a frozen-core
post-SCF calculation involving either basis set.

The following table lists polarization and diffuse function availability and the
range of applicability for each built-in basis set in Gaussian 98:

Basis Set Applies to Polarization
Functions

Diffuse
Functions

STO-3G H-Xe *
3-21G H-Xe * or ** +
6-21G H-Cl (d)
4-31G H-Ne (d) or (d,p) ++
6-31G H-Cl (3df,3pd) ++
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6-311G H-Kr (3df,3pd) ++
D95 H-Cl (3df,3pd) ++
D95V H-Ne (d) or (d,p) ++
SHC H-Cl (3df,3pd) ++
CEP-4G H-Cl (3df,3pd) ++
CEP-31G H-Cl (3df,3pd) ++
CEP-121G H-Cl (3df,3pd) ++
LANL2MB H-Ba, La-Bi
LANL2DZ H, Li-Ba, La-Bi
SDD entire periodic table
cc-pV{DTO5}Z
ccl-pV{DT}Z

H-He*, B-Ne, Al-Ar
included in
definition

added via
AUG prefix

cc-pV6Z H, B-Ne
included in
definition

added via
AUG prefix

SV H-Kr

SVP H-Kr
included in
definition

TZV H-Kr (3df,3pd)

MidiX H,C,N,O,F,P,S,Cl
included in
definition

*Note: cc-pV5Z does not include He.

ADDITIONAL BASIS SET-RELATED KEYWORDS

The following additional keywords are useful in conjunction with these basis set
keywords:

 5D and 6D: Use 5 or 6 d functions (pure vs. Cartesian d functions),
respectively.

 7F and 10F: Use 7 or 10 f functions (pure vs. Cartesian f functions),
respectively. These keywords also apply to all higher functions (g and beyond).

Other basis sets may also be input to the program using the ExtraBasis and Gen
keywords. The ChkBasis keyword indicates that the basis set is to read from the
checkpoint file (defined via the %Chk command). See the individual descriptions
of these keywords later in this chapter for details.

ISSUES ARISING FROM PURE VS. CARTESIAN BASIS FUNCTIONS

Gaussian users should be aware of the following points concerning pure vs.
Cartesian basis functions:

All of the built-in basis sets use pure f functions. Most also use pure d●   
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functions; the exceptions are 3-21G, 6-212G, 4-31G, 6-31G, 6-31G+,
6-31G++, D95 and D95V. The preceding keywords may be used to override
the default pure/Cartesian setting. Note that basis functions are generally
converted to the other type automatically when necessary, for example,
when a wave function is read from the checkpoint file for use in a
calculation using a basis consisting of the other type.

Cartesian and pure functions of the same angular momentum (i.e., d vs f
and highter) may not be mixed within a single calculation in Gaussian 98.

●   

When using the ExtraBasis and Gen keyword, the basis set explicitly
specified in the route section always determines the default form of the
basis functions (for Gen, these are 5D and 7F). For example, if you use a
general basis set taking some functions from the 3-21G and 6-31G basis
sets, pure function will be used unless you explicitly specify 6D in the route
section in addition to Gen. Similarly, if you add basis functions for a
transition metal form the 6-311G(d) basis set via ExtraBasis to a job that
specifies the 6-31G(d) basis sets in the route section, Cartesian d functions
will be used. Likewise, if you want to add basis functions for Xe from the
3-21G basis set to the 6-311 basis set via the ExtraBasis keyword, the Xe
basis functions will be pure functions.

●   

Return to TOC
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Predicting Molecular Properties

The following list provides a mapping between commonly-desired predicted
quantities and the Gaussian 98 keywords that will produce them:

Atomic charges Pop, AIM

Dipole moment Pop

Electron affinities via propagator methods OVGF

Electron density Cube=Density

Electrostatic potential Cube=Potential, Prop

Electrostatic-potential derived charges Pop=Chelp, CHelpG or MK

High accuracy energies G1, G2 and G2MP2, CBS-4, CBS-Q, CBS-QB3

Hyperpolarizabilities Freq, Polar

Ionization potentials via propagator methods OVGF

IR and Raman Spectra Freq

Magnetic properties NMR

Molecular orbitals Pop=Regular

Multipole moments Pop

NMR properties NMR

Polarizabilities Freq, Polar

Thermochemical analysis Freq

UV/Visible spectra CISZindo, RPA

Vibrational circular diachroism Freq=VCD

Return to TOC
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Gaussian 98 Input Section Ordering

Section Keywords Blank-line
Terminated?

Link 0 commands % commands no
Route Section (#
lines)

all yes

Extra Overlays ExtraOverlays yes
Title section all yes
Molecule
specification

all yes

Modifications to
coordinates

Opt=ModRedundant yes

Connectivity
specifications

Geom=Connect or ModConnect yes

2nd title* and
molecule
specification

Opt=QST2 or QST3 yes

Modifications to 2nd
set of coordinates

Opt=ModRedun and QST2 or
QST3

yes

Connectivity
specifications for 2nd
set of coordinates

Geom=Connect or ModConnect
and Opt=ModRedun and QST2 or
QST3

yes

3rd title* and initial
TS structure

Opt=QST3 yes

Modifications to 3rd
set of coordinates

Opt=(ModRedundan, OST3) yes

Connectivity
specifications for 3rd
set of coordinates

Geom=Connect or ModConnect
Opt=(ModRedun,) QST3

yes

Initial force constants
(Cartesian)

Opt=FCCards yes

Accuracy of energy
& forces

Opt=ReadError no

Trajectory input
(multiple sections
depending on options
selected)

Trajectory yes

Atomic masses IRC=ReadIsotopes yes
Solvation model
parameters

SCRF (post-SCF) yes

Gaussian 94 Input Section Ordering
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Basis set
specification

Gen, ExtraBasis yes

Basis set alterations Massage yes
ECP specification ExtraBasis, Pseudo=Cards yes
Background charge
distribution

Charge yes

Finite field
coefficients

Field=Read yes

Symmetry types to
combine

Guess=LowSymm no

Orbital
specification**

Guess=Cards yes

Orbital alterations** Guess=Alter yes
Solvation model
parameters and input

SCRF (HF or DFT) yes

Weights for CAS
state averaging

CASSCF=StateAverage no

States of interest for
spin orbit coupling

CASSCF=Spin no

# orbitals/GVB pair GVB no
Alternate atomic radii Pop=ReadRadii or ReadAtRadii yes
Data for electrostatic
properties

Prop=Read or Opt yes

Cube filename Cube=Cards yes
NBO input Pop=NBORead no
Orbital freezing
information

ReadWindow option yes

OVGF obitals to
refine

**OVGF IOp(9/11=100) yes

Temperature,
pressure, atomic
masses

ReadIsotopes option no

PROAIMS
wavefunction
filename

Output=WFN no

* A blank line also separates the second or third title section from the
corresponding molecule specification.
** UHF jobs use separate <alpha> and <beta> sections (themselves separated
by a blank line).

Return to TOC
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The Job Title Section

This section is required in the input, but is not interpreted in any way by the
Gaussian 98 program. It appears in the output for purposes of identification and
description. Typically, this section might contain the compound name, its
symmetry, the electronic state, and any other relevant information. The title
section cannot exceed five lines and must be followed by a terminating blank
line. Since archive entries resulting from calculations using a general basis set
or the ReadWindow keyword do not contain the original input data for these
options, it is strongly recommended that the title sections for these jobs include
a complete description of the basis set or frozen-core selection used.

The following characters should be avoided in the title section, especially if the
Browse Quantum Chemistry Database System is in use: @ # ! – _ \ all control
characters, especially ^G

Return to TOC
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Overview of Molecule Specifications

This input section specifies the nuclear positions and the number of electrons of - and -spin. There are
several ways in which the nuclear configuration can be specified: as a Z-matrix, as Cartesian
coordinates, or as a mixture of the two (note that Cartesian coordinates are just a special case of the
Z-matrix).

The first line of the molecule specification section specifies the net electric charge (a signed integer) and
the spin multiplicity (a positive integer). Thus, for a neutral molecule in a singlet state, the entry 0 1 is
appropriate. For a radical anion, -1 2 would be used. This is the only molecule specification input
required if Geom=CheckPoint is used.

The remainder of the molecule specification gives the element type and nuclear position for each atom
in the molecular system. The lines within it usually have one of these forms:

Element-label, x, y, z

Element-label, atom 1, bond-length, atom 2, bond-angle, atom 3, dihedral-angle

Although these examples use commas to separate items within a line, any valid separator may be used.
The first form specifies the atom in Cartesian coordinates, while the second uses internal coordinates.
Lines of both types may appear within the same molecular specification.

Element-label is a character string consisting of either the chemical symbol for the atom or its atomic
number. If the elemental symbol is used, it may be optionally followed by other alphanumeric characters
to create an identifying label for that atom. A common practice is to follow the element name with a
secondary identifying integer: C1, C2, C3, and so on; this technique is useful in following conventional
chemical numbering.

In the first form, the remaining items on each line are Cartesian coordinates specifying the position of
that nucleus. In the second form, atom1, atom2, atom3 are the labels for previously-specified atoms
which will be used to define the current atoms' position (alternatively, the other atoms' line numbers
within the molecule specification section may be used for the values of variables, where the charge and
spin multiplicity line is line 0).

The position of the current atom is then specified by giving the length of the bond joining it to atom1,
the angle formed by this bond and the bond joining atom1 and atom2, and the dihedral (torsion) angle
formed by the bond joining atom2 and atom3 with the plane containing the current atom, atom1 and
atom2.

Here are two molecule specification sections for ethane:

0   1                                      0,1
C   0.00   0.00   0.00                     C1
C   0.00   0.00   1.52                     C2,C1,1.5
H   1.02   0.00  -0.39                     H3,C1,1.1,C2,111.2
H  -0.51  -0.88  -0.39                     H4,C1,1.1,C2,111.2,H3.120.
H  -0.51   0.88  -0.39                     H5,C1,1.1,C2,111.2,H3,-120.
H  -1.02   0.00   1.92                     H6,C2,1.1,C1,111.2,H3,180.
H   0.51  -0.88   1.92                     H7,C2,1.1,C1,111.2,H6,-120.
H   0.51   0.88   1.92                     H8,C2,1.1,C1,111.2,H6,-120.

The version on the left uses Cartesian coordinates while the one on the right represents a sample
Z-matrix (illustrating element labels). Note that the first three atoms within the Z-matrix do not use the
full number of parameters; only at the fourth atom are there enough previously-defined atoms for all of
the parameters to be specified.

Here is another Z-matrix form for this same molecule:

0   1
C1
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C2   C1   RCC
H3   C1   RCH   C2   ACCH
H4   C1   RCH   C2   ACCH   H3   120
H5   C1   RCH   C2   ACCH   H3  -120
H6   C2   RCH   C1   ACCH   H3   180
H7   C2   RCH   C1   ACCH   H6   120
H8   C2   RCH   C1   ACCH   H6  -120
    Variables:
RCH = 1.5
RCC = 1.1
ACCH = 111.2

In this Z-matrix, the literal bond lengths and angle values have been replaced with variables. The values
of the variables are given in a separate section following the specification of the final atom. Variable
definitions are separated from the atom position definitions by a blank line or a line like the following:

    Variables:

This Z-matrix form may be used at any time, and it is required as the starting structure for a geometry
optimization using internal coordinates (i.e., Opt=Z-matrix). In the latter case, the variables indicate the
items to be optimized; see the examples for the Opt keyword for more details.

The preceding discussion is designed to present only a basic overview of molecule specification options.

More info about constructing Z-matrices

Molecule specifications for molecular mechanics calculations may also include atom typing information.
See the discussion of the Molecular Mechanics Methods for details

Return to TOC
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Scratch Files

Gaussian 98 uses several scratch files in the course of its computation. They include:

 The Checkpoint file: name.chk

 The Read-Write file: name.rwf

 The Two-Electron Integral file: name.int

 The Two-Electron Integral Derivative file: name.d2e

By default, these files are given a name generated from the process ID of the Gaussian
98process, and they are stored in the scratch directory, designated by the GAUSS_SCRDIR
environment variable (UNIX). If the environment variable is unset, the location defaults to
the current working directory of the Gaussian 98 process.

By default, these files are deleted at the end of a successful run. However, you may wish to
save the checkpoint file for later use in another Gaussian 98 job, for use by a visualization
program, to restart a failed job, and so on. This may be accomplished by naming the
checkpoint file, providing an explicit name and/or location for it, via a %Chk command
within the Gaussian input file. Here is an example:

%Chk=water

This command, which is placed at the beginning of the input file (before the route
section--see chapter 3 for details), gives the checkpoint file the name water.chk, overriding
the usual generated name and causing the file to be saved at job conclusion. In this case, the
file will reside in the current directory. However, a command like this one will specify an
alternate directory location as well as filename:

%Chk=D:\chem\scratch2\water

If disk space in the scratch directory is limited, but space is available elsewhere on the
system, you may want to split the scratch files among several disk locations. The following
commands allow you to specify the names and locations of the other scratch files:

%RWF=path          Read-Write file
%Int=path          Integral file
%D2E=path          Integral Derivative file

In general, the read-write file is by far the largest, and so it is the one for which an alternate
location is most often specified.

SPLITTING SCRATCH FILES ACROSS DISKS

An alternate syntax is provided for splitting the Read-Write file, the Integral file, and/or the
Integral Derviative file among two or more disks (or file systems). Here is the syntax for the
%RWF command:

%RWF=loc1,size1,loc2,size2, ...

where each loc is a directory location or a file pathname, and each size is the maximum size
for the file segment at that location. Gaussian 98 will automatically generate unique
filenames for any loc which specifies a directory only. On UNIX systems, directory
specifications (without filenames) must include a terminal slash.

Scratch Files
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By default, the sizes are in units of words; the value may the following suffixes to change
from the default units:

KW kilowords
MW megawords
GW gigawords
KB kilobytes
MB megabytes
GB gigabytes.

A value of -1 for any size parameter indicates that any and all available space may be used,
and a value of 0 says to use the current size of an existing segment.

For example, the following directive splits the Read-Write file across three disks:

%RWF=D:\dalton\s0\,60MW,C:\scratch\,800MB,E:\temp\s0\my_job,-1

The maximum sizes for the file segments are 480 MB, 800 MB, and unlimited, respectively.
Gaussian 98 will generate names for the first two segments, and the third will be given the
name my_job. Note that the directory specifications include terminal slashes.

SAVING AND DELETING SCRATCH FILES

By default, unnamed scratch files are deleted at the end of the Gaussian 98 run, and named
files are saved. The %NoSave command may be used to change this default behavior. When
this directive is included in an input file, named scratch files whoSE directives appear in the
input file before %NoSave will be deleted at the end of a run (as well as all unnamed
scratch files). However, if the % directive naming the file appears after the %NoSave
directive, the file will be retained. For example, these commands specify a name for the
checkpoint file, and an alternate name and directory location for the read-write file, and
cause only the checkpoint file to be saved at the conclusion of the Gaussian 98job:

%RWF=D:\chem\scratch2\water        
Other files to be deleted go here.
%NoSave
%Chk=water 
Other files to be saved go here.
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Multi-Step Jobs

Multiple Gaussian 98 jobs may be combined within a single input file. The
input for each successive job is separated from that of the preceding job step by
a line of the form:

--Link1--

Here is an example input file containing two job steps:

%Chk=freq
# HF/6-31G(d) Freq

Frequencies at STP

Molecule specification

--Link1--
%Chk=freq
%NoSave
# HF/6-31G(d) Geom=Check 
# Guess=Read Freq=(ReadFC,ReadIsotopes)

Frequencies at 300 K

charge and spin

300.0  2.0
Isotope specifications

This input file computes vibrational frequencies and performs thermochemical
analysis at two different temperatures and pressures: first at 298.15 K and 1
atmosphere, and then again at 300 K and 2 atmospheres. Note that a blank line
must precede the --Link1-- line.
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Gaussian 98 Keywords

# Keyword

AIM Keyword

AM1 Keyword

Amber Keyword

Archive Keyword

BD Keyword

CASSCF Keyword

CBS-* Keywords

CBSExtrapolate Keyword

CCD and CCSD Keywords

CID and CISD Keywords

Charge Keyword

ChkBasis Keyword

CIS Keyword

CNDO Keyword

Complex Keyword

CPHF Keyword

Cube Keyword

Density Keyword

Density Functional Methods (DFT) Keywords

ExtraBasis Keyword
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Field Keyword

FMM Keyword

FormCheck Keyword

Force Keyword

Freq Keyword

G1, G2 and G2MP2 Keywords

Gen Keyword

Geom Keyword

GFInput Keyword

GFPrint Keyword

Guess Keyword

GVB Keyword

HF Keyword

INDO Keyword

Integral Keyword

IOp Keyword

IRC Keyword

IRCMax Keyword

LSDA Keyword

Massage Keyword

MaxDisk Keyword

MINDO3 Keyword
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MNDO Keyword

Molecular Mechanics Methods Keywords

MP2 through MP5 Keywords

Name Keyword

NMR Keyword

OldConstants Keyword

ONIOM Keyword

Opt Keyword

Output Keyword

ROVGF and UOVGF Keywords

PM3 and PM3MM Keywords

Polar Keyword

Population Keyword

Prop Keyword

Pseudo Keyword

Punch Keyword

QCISD Keyword

ReArchive Keyword

RPA Keyword

SP Keyword

Sparse Keyword

Scan Keyword
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SCF Keyword

SCRF Keyword

Stable Keyword

Symmetry Keyword

Test Keyword

TestMO Keyword

TrackIO Keyword

 Trajectory Keyword

Transformation Keyword

Units Keyword

Volume Keyword

Zindo Keyword

 Link 0 Commands

NonStd Keyword

Obsolete Keywords and Deprecated Features
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General Efficiency Considerations

Gaussian 98 has been designed to work efficiently given a variety of computer
configurations. In general, the program attempts to select the most efficient
algorithm given the memory and disk constraints imposed upon it. Since
Gaussian 98 does offer a wide choice of algorithms, an understanding of the
possibilities and tradeoffs can help you to achieve optimal performance.

Before proceeding, however, let us emphasize two very important points:

 The default algorithms selected by the program give good performance for
all but very large jobs. Note that some defaults have changed with Gaussian 98
to reflect current typical problem sizes. Defaults used in earlier versions of the
program were designed for small jobs of under 100 basis functions. The default
algorithms used in Gaussian 98 are generally designed for longer jobs.

 For users or sites who routinely run very large jobs, the following defaults
placed in the Default.Rou file will produce good general performance:

-M- available-memory
# MaxDisk=available-disk

where the amount of available memory and disk are specified as indicated; the
default units for each are 8-byte words, and either value may be followed one
of these suffixes in order to indicate the desired units:

KW kilowords
MW megawords
GW gigawords
KB kilobytes
MB megabytes
GB gigabytes.

Once the Default.Rou file is set up, for many sites, no other special actions are
required for overall efficient program use. The default memory size is 4MW.

The remainder of this chapter is designed for users who wish to understand
more about the tradeoffs inherent in the various choices in order to obtain
optimal performance for an individual job, not just good overall performance.
Techniques for both very large and small jobs will be covered. Additional,
related information may be found in reference [278].
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 Storage, Transformation, and Recomputation of
Integrals
One of the most important performance-related choices is the way in which the
program processes the numerous electron repulsion integrals. There are five
possible approaches to handling two-electron repulsion integrals implemented
in Gaussian 98:

AO The two-electron integrals over the atomic orbitals (AO integrals) are
generated once and stored externally on disk. This is the approach used by
conventional SCF calculations.

MO The AO integrals are generated once and stored externally, then
transformed to the molecular orbital basis. The transformed (MO) integrals are
also stored externally. This is the approach used by earlier versions of Gaussian
for all correlated energy methods.

Direct The AO integrals (and possibly integral derivatives) are recomputed as
needed. This does not require O(N4) internal or external storage, but does
potentially involve additional computational effort. In some cases, other
savings are possible that compensate for this additional effort. In any case,
direct methods are the only choice when memory and disk are exhausted and
consequently are inevitably used for the largest calculations. In contrast to
earlier versions of the program, the direct method is the default for SCF
calculations in Gaussian 98.

Semi-Direct The AO integrals (and possibly integral derivatives) are
recomputed as needed. In addition, MO quantities are stored temporarily on
disk in whatever size chunks fit in the available disk space.

In-Core The AO integrals are generated once and stored in canonical order in
main memory (i.e., including zeroes). This requires large amounts of memory,
but allows the integrals to be processed using simple matrix operations and no
I/O, and consequently is very fast.

At least two of these approaches are available for all methods in Gaussian 98.
The default method for a given job is chosen to give good performance on
small to medium sized molecules. The various options and tradeoffs for each
method are described in the following sections.
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Controlling Memory Usage

The %Mem command controls the amount of dynamic memory to be used by
Gaussian 98. By default, 4 megawords are used. This can be changed to n
double-precision words by specifying:

%Mem=N

For example, the following command sets memory use to 64 MB:

%Mem=8000000

The value given to %Mem may also be followed the following suffixes to
change from the default units of words:

KW kilowords
MW megawords
GW gigawords
KB kilobytes
MB megabytes
GB gigabytes

Thus, the following command also sets the amount of dynamic memory to 64
MB:

%Mem=64MB

Even larger allocations may be needed for very large direct SCF
calculations--at least 3N2 words, where N is the number of basis functions.
Frequency and post-SCF calculations involving f functions should be given 4
MWords if possible (7 MWords on the Cray). Using more than 4 million words
for moderate-sized calculations (i.e., a direct SCF with less than 500 basis
functions) does not improve performance on most systems.

Warning: Requesting more memory than the amount of physical memory
actually available on a computer system will lead to very poor performance.

If Gaussian 98 is being used on a machine with limited physical memory, so
that the default of 32 MB is not available, the default algorithms as well as the
default memory allocation should be set appropriately during installation.
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Memory Requirements for f and Higher
Functions

The following formula can be used to estimate the memory requirement of
various types of Gaussian 98 jobs (in 8-byte words):

M + 2NB**2

where NB is the number of basis functions used in the calculation, and M is a
minimum value that depends on the job type, given in the following table (all
values are in MW):

Job Type f functions g functions h functions i functions j functions
SCF Energies 4 4 9 23 ~60
SCF Gradients 4 5 16 38
SCF
Frequencies

4 9 27

MP2 Energies 4 5 10 28 ~70
MP2 Gradients 4 6 16 38
MP2
Frequencies

6 10 28

For example, a 300 basis function HF geometry optimization using g functions
would require about 5.2 MW (42 MB) of memory.

Note that 1 MW = 1,048,576 words (= 8,388,608 bytes). The values in the table
reflect the use of uncontracted higher angular momentum functions—f and
above—which is the default type. Larger amounts of memory may be required
for derivatives of contracted high angular momentum functions.
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SCF Energies and Gradients

The performance issues that arise for SCF calculations include how the
integrals are to be handled, and which alternative calculation method to select
in the event that the default procedure fails to converge.

INTEGRAL STORAGE

By default, SCF calculations use the direct algorithm. It might seem that direct
SCF would be preferred only when disk space is insufficient. However, this is
not the case in practice. Because of the use of cutoffs, the cost of direct SCF
scales with molecular size as N2.7 or better, while conventional SCF scales in
practice as N3.5 [278]. Consequently, a point is reached fairly quickly where
recomputing the integrals (really, only those integrals that are needed) actually
consumes less CPU time than relying on external storage. Where this crossover
occurs depends on how fast the integral evaluation in direct SCF is, and it
varies from machine to machine. However, on modern computer systems, the
most efficient strategy is to do an in-core SCF as long as it is feasible, and use
the direct algorithm from that point on; the conventional algorithm is virtually
never a good choice on such systems.

The change to direct SCF as the default algorithm in Gaussian 98 was made in
consideration of these facts. SCF=Conven keyword is only needed on small
memory computer systems like the PC.

In-core SCF is also available. Direct SCF calculations that have enough
memory to store the integrals are automatically converted to in-core runs.
SCF=InCore can be requested explicitly, in which case the job will be
terminated if insufficient memory is available to store the integrals. Generally,
about N4/8 + 500,000 words of memory are necessary for closed-shell in-core
SCF, and N4/4 + 500,000 words for UHF or ROHF in-core SCF. This
corresponds to about 100 MB for a 100 basis function job, 1.6 GB for a 200
basis function job, and 8.1 GB for a 300 basis function job (closed-shell).

GVB and MCSCF calculations can also be done using direct or in-core
algorithms [190]. Memory requirements are similar to the open-shell
Hartree-Fock case described above. The primary difference is that many Fock
operators must be formed in each iteration. For GVB, there are 2Norb operators,
where Norb is the number of orbitals in GVB pairs. For MCSCF, there are
Nactive(Nactive-1)/2 + 1 operators, where Nactive is the number of orbitals in the
active space. Consequently:

 Cutoffs are less effective than for Hartree-Fock, so the crossover in
efficiency is at a larger number of basis functions.

 The number of operators can be quite large for larger MCSCF active spaces,
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so performance can be improved by ensuring that enough memory is available
to hold all the density and operator matrices at once. Otherwise, the integrals
will be evaluated more than once per iteration.

DIRECT SCF PROCEDURE

In order to speed up direct HF calculations, the iterations are done in two
phases:

 The density is converged to about 10-5 using integrals accurate to six digits
and a modest integration grid in DFT calculations. This step is terminated after
21 iterations even if it is not fully converged.

 The density is then converged to 10-8 using integrals accurate to ten digits,
allowing up to a total of 64 cycles total for the two steps.

This approach is substantially faster than using full integral accuracy
throughout without slowing convergence in all cases tested so far. In the event
of difficulties, full accuracy of the integrals throughout can be requested using
SCF=NoVarAcc, at the expense of additional CPU time. See the discussion of
the SCF keyword in chapter 3 for more details.

SINGLE-POINT DIRECT SCF CONVERGENCE

In order to improve performance for single-point direct and in-core SCF
calculations, a modification of the default SCF approach is used:

 The integrals are done to only 10-6 accuracy.

 The SCF is converged to either 10-4 on both the energy and density, or to
10-5 on the energy, whichever comes first.

This is sufficient accuracy for the usual uses of single-point SCF calculations,
including relative energies, population analysis, multipole moments,
electrostatic potentials, and electrostatic potential derived charges.
Conventional SCF single points and all jobs other than single points use tight
convergence (10-8 on the density). The tighter convergence can be applied to
single-point direct SCF by requesting SCF=Tight. See the discussion of the
SCF keyword in chapter 3 for more details.

PROBLEM CONVERGENCE CASES

If the default SCF approach (iterative diagonalization with DIIS extrapolation
[273]) fails to converge, several alternatives are available (labeled by their
corresponding keyword):

SCF=VShift[=N] This shifts the energy of the virtual orbitals up by occupieds
and virtuals N millihartrees. N defaults to 200. This keyword is useful when
occupied and virtual orbitals are being interchanged repeatedly, which is often
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the case in systems involving transition metals and partially filled d shells.

SCF=QC This is quadratic convergence SCF, based on the method of Bacskay
[272]. Since it combines linear minimizations with the Newton-Raphson
algorithm suggested by Bacskay, it is guaranteed to reach a stationary point
eventually. Typically, SCF=QC is about twice as expensive as conventional
SCF. Since SCF=QC is reliable and can be used for direct SCF, it is usually the
first choice if convergence problems are encountered. It can be used for RHF
and UHF, but not for complex or ROHF.

Guess=Alter Sometimes convergence difficulties are a warning that the initial
guess has occupied the wrong orbitals. The guess should be examined,
especially as to the symmetries of the occupied orbitals. Guess=Alter can be
used to modify the orbitals selected for occupation.

SCF=NoDIIS This implies conventional SCF using the old 3 and 4 point
extrapolation. It is not usually a good choice for RHF and UHF, but is
sometimes helpful for ROHF, for which there are fewer alternatives. More than
64 cycles may be needed for convergence.

SCF(MaxCyc=N) Increases the total number of SCF iterations to N. Note that
merely increasing the number of SCF cycles for the default algorithm is rarely
helpful. DIIS either works in 64 cycles or it never converges.

SCF=DM This is the older steepest descent algorithm of Seeger [274]. It can be
used for complex SCF, but not for direct.

These approaches all tend to force convergence to the closest stationary point in
the orbital space, which may not be a minimum with respect to orbital rotations.
A stability calculation can be used to verify that a proper SCF solution has been
obtained (see the Stable keyword). Note also that you should verify that the
final wavefunction corresponds to the desired electronic state, especially when
using SCF=VShift or Guess=Alter.
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SCF Frequencies

Four alternatives for integral processing are available for Hartree-Fock second
derivatives:

Direct The coupled perturbed Hartree-Fock (CPHF) equations are solved using
integrals that are recomputed every iteration. Since cutoffs are not as effective
for direct CPHF as for direct SCF, the crossover to direct being faster is higher,
but even for 100 basis functions, direct frequencies are only about 40% slower
than conventional (AO). Hence, as for direct SCF, the direct algorithm is
preferred above 100 basis functions or so on vector machines and must be used
when disk is exhausted on scalar machines. This algorithm is the default.

AO The CPHF equations are solved using the written-out AO integrals. The
petit (symmetry reduced) list can be used. This may be the optimal choice for
jobs of up to about 100 basis functions.

MO The CPHF equations are solved using transformed integrals. This is the
only method used in most other electronic structure programs and is a bit faster
than using the AO basis for small cases, but it is basically a waste of disk space.
It is selected by specifying CPHF=MO in the route section. This option is not
available for DFT methods.

In-Core The integrals are stored in memory in canonical order. Memory
requirements are the same as for in-core SCF. This is the fastest available
method when it can be used. This algorithm is selected using SCF=InCore.

By default, during in-core frequencies, the integrals are computed once by each
link that needs them. This keeps the disk storage down to the same modest
amount as for direct--O(N3). If N4/8 disk is available, and in-core is being used
only for speed, then specifying SCF=(InCore,Pass) will cause the integrals to
be stored on disk (on the read-write file) after they are computed for the first
time, and then read from disk rather than be recomputed by later steps.

Frequency calculations include prediction of the infrared and Raman
vibrational intensities by default. The IR intensities add negligible overhead to
the calculation, but the Raman intensities add 10-20%. If the Raman intensities
are not of interest, they can be suppressed by specifying Freq=NoRaman.

While frequency calculations can be done using very modest amounts of
memory, performance on very large jobs will be considerably better if enough
memory is available to complete the major steps in one pass. Link 1110 must
form a "skeleton derivative Fock matrix" for every degree of freedom (i.e., 3 x
Number-of-atoms) and if only some of the matrices can be held in memory, it
will compute the integral derivatives more than once. Similarly, in every
iteration of the CPHF solutions, link 1002 must form updates to all the
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derivative Fock matrices. Link 1110 requires 3NAN2/2 words of memory, plus
a constant amount for the integral derivatives to run optimally. Link 1002
requires 3NAN2 words, plus a constant amount, to run optimally.

The freqmem utility program returns the optimal memory size for different
parameters of frequency calculation. Here are some typical values:

Optimal Memory (MW) Atoms Basis Functions R/UHF
1.2 10 100 R
1.3 20 100 R
1.7 20 100 U
1.5 30 100 R
1.7 10 200 R
2.9 20 200 R
5.3 20 200 U
4.1 30 200 R
5.9 20 300 R
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MP2 Energies

Four algorithms are available for MP2, but most of the decision-making is done
automatically by the program. The critical element of this decision making is
the value of MaxDisk, which should be set according to your particular system
configuration (see chapter 3). It indicates the maximum amount of disk space
available in words. If no value is specified for MaxDisk, either in the route
section or in the Default.Rou file, Gaussian 98 will assume that enough disk is
available to perform the calculation with no redundant work, which may not be
the case for larger runs. Thus, specifying the amount of available memory and
disk is by far the most important way of optimizing performance for MP2
calculations. Doing so allows the program to decide between the various
available algorithms, selecting the optimal one for your particular system
configuration. This is best accomplished with -M- directive and MaxDisk
keyword in the Default.Rou file (although MaxDisk and %Mem may be
included in the input file).

The algorithms available for MP2 energies are:

Semi-Direct The AO integrals are generated as needed. The half-transformed
integrals (ip|) over one or more occupied orbitals i are sorted on disk. This
method can function in as little as O(N2) memory and N3 disk and is usually the
optimal choice. It is specified with MP2=SemiDirect.

In-Core The AO integrals are generated once and stored in canonical order in
memory. N4/4 memory is required. This is very fast if sufficient memory is
available. This algorithm can be specified with MP2=InCore, which does
in-core SCF and MP2.

FullDirect The AO integrals are recomputed as needed during evaluation of
E(2). No external storage is required. The number of integral evaluations
depends on the amount of memory available. This is a good method only for
machines with large amounts of physical memory. It is specified with
MP2=FullDirect.

Conventional The AO integrals are written out and transformed, then the MO
integrals are antisymmetrized to produce E(2). This was the default algorithm in
Gaussian 88 and earlier versions. The MP2=Conven keyword forces this
conventional MP2 algorithm. While the new (semi-direct) algorithm can
function well for very large N in modest memory, it does have a fixed
minimum memory requirement of about one million words for basis sets
containing only s, p, and d functions. The old code, which is slower on all
machines, can be run in very small memory and may be needed on low-end
machines.

MP2 Energies
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Use=L903 The AO integrals are written out, then the transformation and
formation of E(2) are done in memory. N3/2 memory is necessary. This was an
option in Gaussian 88 if the energy but not the gradient was desired. This
algorithm is selected with Use=L903.

In addition, when the direct, semi-direct, and in-core MP2 algorithms are used,
the SCF phase can be either conventional, direct, or in-core. The default is
direct or in-core SCF.
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MP2Gradients

The choices for MP2 gradients are much the same as for MP2 energies, except:

 The conventional algorithm requires the storage of the two-particle density
matrix and therefore uses considerably more disk than if only energies are
needed. The new methods require no more disk space for gradients than for the
corresponding energies.

 The modern methods compute the integral derivatives at least twice, once in
the E2 phase and once after the CPHF step. As a result, for small systems (50
basis functions and below) on scalar machines, the conventional algorithm is
somewhat faster.

 The integral derivative evaluation during E2 in the new algorithms requires
a considerable amount of main memory if f functions are used. At least two
million words are needed on 32 bit machines, and at least three million words
on the Cray. The modern methods are preferred if this much memory is
available.

As for the MP2 energy, the default is to do direct or in-core SCF and then
dynamically choose between semi-direct, direct, or in-core E2.
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MP2 Frequencies

Only semi-direct methods are available for analytic MP2 second derivatives.
These reduce the disk storage required below what a conventional algorithm
requires, but there remains a minimum amount of disk required for an MP2
frequency calculation. There are three main modes of operation, depending on
how the user wishes to trade off disk usage versus CPU time:

 If the Stingy option is specified--which is the default in Gaussian 98--the
MO integrals will be transformed twice, so that the space they occupy can be
reused, thus reducing the minimum required disk and improving the efficiency
of the derivative transformation if disk space is limited (the space otherwise
occupied by the MO integrals will be used to reduce the number of passes in
the derivative transformation). Stingy is slower than NoStingy if disk space is
plentiful, but will be faster if disk space is limited and multiple passes are done.
MaxDisk is obeyed as an overall limit if possible (otherwise, an attempt is
made to proceed using the minimum necessary disk).

 If NoStingy is specified, the MO integrals are formed once, and in the
remainder of the calculation, disk space is reused for several purposes. This
approach minimizes the CPU time used when sufficient disk space is available,
but it limits practical calculation size. The MaxDisk keyword is obeyed in
determining the total disk used, if possible. This approach is requested with
MP2=Conven.

 If MP2=VeryStingy is requested, the Gaussian 98 will do the calculation in
the minimum possible amount of space. This will always be slower than
permitting more disk usage, but may very occasionally be desirable in a
multi-job environment to minimize the impact a big MP2 frequency calculation
has on other running jobs.

For closed-shell systems using the Stingy or VeryStingy options, at least
7N4/16 words of disk are required, where N is the number of basis functions.
For open-shell systems, 3N4/4 words are needed. Without one of these
keywords, an additional ON3 words of disk are needed (2ON3 for open-shell),
where O is the number of occupied orbitals (listed as NOA in the program
output). The default (Stingy) algorithm will be faster than NoStingy if fewer
than about 5ON3 words of disk are available (6ON3 for open-shell).

MP2 frequency jobs also require significant amounts of memory. The default of
four million words is sufficient for up to about 110 basis functions and 16
atoms, but should be increased for larger jobs. If f functions are used, seven
million words should be provided for computer systems using 64-bit integers.

MP2 Frequencies
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Higher Correlated Methods

The correlation methods beyond MP2 (MP3, MP4, CCSD, CISD, QCISD, etc.)
all require that some transformed (MO) integrals be stored on disk and thus
(unlike MP2 energies and gradients) have disk space requirements that rise
quartically with the size of the molecule. There are, however, several
alternatives as to how the transformed integrals are generated, how many are
stored, and how the remaining terms are computed:

 The default in Gaussian 98 is a semi-direct algorithm. The AO integrals
may be written out for use in the SCF phase of the calculation or the SCF may
be done directly or in-core. The transformation recomputes the AO integrals as
needed and leaves onlythe minimum number of MO integrals on disk (see
below). The remaining terms are computed by recomputing AO integrals.

 The conventional algorithm, which was the default in Gaussian 90, involves
storing the AO integrals on disk, reading them back during the transformation,
and forming all of the MO two-electron integrals except those involving four
virtual orbitals. The four virtual terms were computed by reading the AO
integrals. This procedure can be requested in Gaussian 94 by specifying
Tran=Conven in the route section, and it is appropriate for smaller jobs on
slower machines.

 A full set of MO integrals can be requested with Tran=Full. This requires
somewhat less CPU time than the default approach, but substantially more disk
storage and I/O times. It is useful for smaller jobs on machines with fast I/O.

The default algorithm is good for most jobs, providing that the default of two
million words of memory is available, and will benefit from more memory for
large cases or if f functions are used. Tran=Conven is needed on machines
with limited memory. The disk requirements of the semi-direct algorithm are
much less than those of the conventional. For CID, CISD, CCD, MP4SDQ,
QCISD, and BD energies (without triple excitations or gradients), only the
integrals involving two occupied and two virtual orbitals are needed, along with
some intermediate storage during the transformation.

MaxDisk is used to determine how much intermediate storage should be used.
For full MP4, CCSD, QCISD(T), CCSD(T), BD(T), and any of these methods
with gradients, or when specifying Density=Current, the integrals involving
three virtual orbitals are required. These determine the disk storage needed
rather than the amount of intermediate data and this minimum amount is used,
regardless of MaxDisk.

Higher Correlated Methods
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 CASSCF

The primary challenge in using the CASSCF method is selecting appropriate
active space orbitals. There are several possible tactics:

 Use the standard delocalized initial guess orbitals. This is sometimes
sufficient, e.g. if the active space consists of all electrons. Use Guess=Only to
inspect the orbitals and determine whether any alterations are required before
running the actual calculation.

 Use localized initial guess orbitals. This is useful if specific bond pairs are
to be included, since localization separates electron pairs.

 Use the natural orbitals from the total density from a UHF calculation
(CAS-UNO) [197-198]. For singlets, this requires that one has coaxed the UHF
run into converging to a broken symmetry wavefunction (normally with
Guess=Mix). It is most useful for complex systems in which it is not clear
which electrons are most poorly described by doubly-occupied orbitals.

In all cases, a single-point calculation should be performed before any
optimization, so that the converged active space can be checked to ensure that
the desired electrons have been correlated before proceeding. There are
additional considerations in solving for CASSCF wavefunctions for excited
states.

 CASSCF FREQUENCIES

CASSCF frequencies require large amounts of memory. Increasing the amount
of available memory will always improve performance for CASSCF frequency
jobs (the same is not true of frequency calculations performed with other
methods).
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 Excited State Energies and Gradients

In addition to integral storage selection, the judicious use of the restart facilities
can improve the economy of CIS calculations.

INTEGRAL STORAGE

Excited states using CI with single excitations can be done using five methods
(labeled by their corresponding option to the CIS keyword):

Direct Solve for the specified number of states using iterative diagonalization,
forming the product vectors from two-electron integrals computed as needed.
This algorithm reduces memory and disk requirements to O(N2).

InCore Requests that the AO Raffenetti combinations be held in memory.
In-core is quite efficient, but is only practical for small molecular systems or
large memory computers as N4/4 words of memory are required.

MO Solve for the specified number of states using iterative (Davidson)
diagonalization, forming the product vectors using MO integrals. This is the
fastest method and is the default. This algorithm is an efficient choice up to
about 150 basis functions, depending on the number of occupied orbitals. The
more occupied orbitals, the sooner the direct algorithm should be used. Since
only integrals involving two virtuals are needed (even for gradients) an attempt
is made to obey MaxDisk. The minimum disk required is about 4O2N2 (6O2N2

for open-shell).

AO Solve for the specified number of states using iterative diagonalization,
forming the product vectors from written-out AO integrals. This is a slow
method and is never the best choice.

ICDiag The entire CIS Hamiltonian matrix is loaded into core and
diagonalized. This produces all possible states, but requires O2V2 memory and
O3V3 CPU time. Accordingly, it is practical only for very small molecular
systems and for debugging purposes.

RESTARTING JOBS AND REUSE OF WAVEFUNCTIONS

CIS can be restarted from a Gaussian 98 checkpoint file. This is of limited use
for smaller calculations, which may be performed in the MO basis, as new
integrals and transformation must be done, but is invaluable for direct CIS. If a
direct CIS job is aborted during the CIS phase, then both CIS=Restart and
SCF=Restart should be specified, as the final SCF wavefunction is not moved
to its permanent location (suitable for Guess=Read) until the entire job step (or
optimization step) completes.

EXCITED STATE DENSITIES

Excited State Energies and Gradients
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If only density analysis is desired, and the excited states have already been
found, the CIS density can be recovered from the checkpoint file, using
Density=(Check,Current) Guess=Only, which recovers whatever generalized
density was stored for the current method (presumably CIS) and repeats the
population analysis. Note that the one-particle (unrelaxed) density as well as the
generalized (relaxed) density can be examined, but that dipole moments and
other properties at the CIS level are known to be much less accurate if the
one-particle density is used (i.e., if the orbital relaxation terms are neglected)
[87,219]. Consequently, the use of the CIS one-particle density is strongly
discouraged, except for comparison with the correct density and with other
programs that cannot compute the generalized density.

Separate calculations are required to produce the generalized density for several
states, since a CPHF calculation must be performed for each state. To do this,
first solve for all the states and the density for the first excited state:

# CIS=(Root=1,NStates=N) Density=Current

if N states are of interest. Then do N-1 additional runs, using a route section of
the form:

CIS=(Read,Root=M,NStates=N) Density=Current

for states M=2 through N.

PITFALLS FOR OPEN-SHELL EXCITED STATES

Since the UHF reference state is not an eigenfunction of S2, neither are the
excited states produced by CIS [279].
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 Stability Calculations

Tests of Triplet and Singlet instabilities of RHF and UHF wavefunctions can be
requested using the Stable keyword. MO, AO, Direct, and InCore options are
available, which request the corresponding algorithm. The default is Direct.
Direct stability calculations can be restarted as described above for CIS.
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Getting Started

For a tutorial for using G94W, consult Chapter 1 of Exploring Chemistry Using
Electronic Structure Methods. This chapter explains the Windows approach to
the program, and gets you up and running with a simple example.

 INPUT MADE EASY

Every complete set of instructions processed by Gaussian is called a job step. A
file containing one or more jobs steps is called a job file. Gaussian job files
have the 3 letter extension of GJF in the Windows 3.1 environment. Job files
that are composed of multiple jobs steps can have individual steps that are
dependent on, or make reference to, previous job steps within the file. In
addition, job files may have multiple job steps that have nothing to do with the
other steps contained therein.

Beyond multiple job step files, G94W can process batches of job files, through
the use of a Batch Control & Batch Control File.

While job steps may be stored in files, G94W allows simply entering your job
step into an on screen form (called the Job Entry Form). From here you can
begin processing the job step, and/or save what you've typed in to a GJF file.

 PROCESSING OF JOB STEPS AT THE PRESS OF A BUTTON.

Once you have a job step in memory, you can begin, pause, resume and/or kill
the processing of that step (or group of steps) from buttons on the Toolbar or
menu items. You can even use your favorite editor to edit the input and view
the output right from inside of G94W.

 VIEW GAUSSIAN OUTPUT TWO WAYS

When processing jobs, G94W displays the current output in an on screen,
scrollable area, while writing the output to a user defined file. Even if you
minimize G94W down to an icon, the processing of the job steps is viewable, as
the title of the icon continues to update the current status.

 FILE CONVERSIONS INTEGRATED

Through the use of the NewZMat utility, you can convert to and from
numerous chemistry file formats, and automatically load the results into your
favorite editor, or into Gaussian itself for processing.

 CUSTOMIZE GAUSSIAN TO THE WAY YOU WORK

Taking advantage of the full range of possibilities in the environment, G94W
lets you setup your preferences about editors, directories, colors, fonts,
warnings, questions and messages, and default behavior with normal and batch
processing.

Getting Started
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 LIKE DRAG & DROP ?

G94W if a fully Drag & Drop-aware program. Select a GJF file in the file
manager, drag it over the top of a non-processing Gaussian window or icon,
and drop the file. Gaussian will load the file, and if you've customized it to do
so, begin processing. Select several GJF files and drop them on Gaussian, and
Gaussian builds a Batch Control File with your selections and loads it (and
possibly starts processing them).

 For More Information

Menus and Toolbars

Return to TOC
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Menus and Toolbars

 Main Window

File Menu

Process Menu

Utilities Menu

View Menu

Main Window Toolbar

 Job Edit Window

File Menu

Edit Menu

Set-Start Menu

Check Route Menu

Job Edit Window Toolbar

 Additional Job Steps Window

Step Menu

Edit Menu

View Menu

Check Route Menu

Job Step Window Toolbar
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Batch Processing of Gaussian Job
Files

Batch processing in G98W is implemented through the use of the Batch Control
system and BCF files. Multiple GJF files can be processed when in batch mode.
This mode is entered automatically whenever a BCF file is loaded, or when
batch data is entered directly.

 The built-in batch list editing features allow you to add, edit, delete,
specify starting entry, and reorder entries in the batch list. You can also save,
load and generate BCF files from this same editor. Any and all modifications
you have made to the batch control system are saved in memory, and at exit,
you are reminded if you have not saved them to a file.

Batch processing can be paused, resumed, ended and killed through menu and
toolbar process controls.

BCF files are also automatically created if a group of files are dropped onto the
G98W form, or icon from an appropriate file manager.

Lastly, you can control certain aspects of batch processing via Process
Preferences selections.

 See Also

Processing Controls

Edit Batch List

Reorder Data

Process Preferences
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NewZMat File Conversion

Use this command to translate from one chemistry file format to another, and
load a converted file into memory or an external editor.

After selecting an appropriate file, the dialog box appears for conversion.
Preliminary conversion parameters are preset depending on the file extension of
the filename selected.

 Use the FIND FILE button to quickly select a different conversion source
file.

Generate File Filename

The system attempts to build an appropriate filename for the selected source
file. The generated file will be created in the same directory as the source file.
The file extension will be adjusted as the user selects conversion parameters
under output options.

Load Converted File as Job

Tells the system to load the newly generated file into memory for further
processing by Gaussian. This will only happen if the file conversion was
successful.

Edit Generated File

Tells the system to load the newly generated file into memory, and display it
for editing, in the normal Modify editing mode.

Ext.Editor-&gtGenerated File

Tells the system to load the newly generated file into the user defined external
editor for modification and display. The file is not loaded into Gaussian
memory.

Input Options

This button allows user control over the NewZMat Input Parameters .

Output Options

This button allows user control over the NewZMat Output Parameters .

Other Options

This button allows user control over the NewZMat Other Parameters .

__________

NewZMat File Conversion
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See also

NewZmat Conversion Overview
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Customizing the G98W Interface

G98W allows you to configure to your tastes many aspects of the user interface,
including visual aspects and operating procedures.

VISUAL PREFERENCES:

You can choose actively to display or not to display the toolbar, Processing
Output Area and Status Bar via the View Menu on the main form. These
menu items will change the size and shape of the main form, and you can make
these choices permanent via the Display Preferences section of the
Preferences form.

On the display preferences form you can choose to see an hourglass when the a
link has control of the CPU, whether or not to have a Motif-like look to
Gaussian (raised or lowered 3D controls, gray background), how often to look
into the run-time output file and display any new contents, the foreground and
background colors to use for the output display area, and the fonts to use for
both input and output.

FILES AND MESSAGES:

You can choose how you want to be prompted concerning over-writing existing
files, and how to save complicated jobs (jobs which are a conglomeration of
multiple files) from the Edit Preferences section of the Preferences form. In
addition, each time you run, you may or may not want to be prompted for the
name of the output file. The control for this is found under the Process
Preferences section.

CONTROL OVER EVENTS:

You can define what happens when a file is loaded (i.e. do you jump into the
internal editor or not), what happens when a file or set of files is dropped on
G98W, and how to handle messages, output and errors during batch processing.
All these options are controlled from the Process Preferences section.

DEFAULT LOGIC:

You can also deal with multiple operating paths by setting the default path
information on the main Preferences form. The BIN PATH entry tells
Gaussian where to find its links . The scratch path entry tells the system where
you want temporary files to be created and re-created. The optional output path
tells the system where the default should be to create output files. If left blank,
the default for GJF files is the directory where the input file was found, for BCF
files, the output filename defines where it goes. The input path tells the system
where it should look first to find files. If left blank, the system looks in the
directory where you last loaded a file from (in the current session).

Customizing the G94W Interface
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Setting Gaussian 98 Defaults

Depending on the characteristics of a particular computer system, it is
sometimes necessary for performance reasons to override some of the defaults
built into the program. This can be done by creating a site customization file,
named Default.Route on UNIX systems and residing in $g98root/g98; on
Windows system, this file is named Default.Rou, and it resides in the G98W
directory. The remainder of this page will refer to the file as Default.Route.

The following sections describe the types of information which can be supplied
in the defaults file.

 Route Defaults

These parameters are introduced by

-#-

and have the same form as normal route section commands. For example, this
line will set the default SCF algorithm to the conventional (non-direct)
algorithm:

-#- SCF=Conventional

There may be more than one -#- line in the file.

Commands listed in Default.Route change only the defaults; they are
overridden by anything specified in the route section of an input file. Thus, if
the Default.Route contains:

-#- MP2=NoDirect

and the route section contains:

# MP2 ...

then the conventional MP2 algorithm will be used. However, if the route
section contains:

# MP2=Direct

then the direct algorithm will be used.

Most sites will want to specify the amount of scratch disk space available via
the MaxDisk keyword in the Default.Route file. For example, the following line
sets MaxDisk to 800 MB:

-#- MaxDisk=800M

This line will have the effect of limiting disk usage in the semi-direct
algorithms to the specified amount. Some suitable limit should be defined for
your configuration. Keep in mind that the more disk space is available, the
faster the algorithm.

Setting Gaussian98 Defaults
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 Default.Route Limitations

Not all route section keywords are honored in the Default.Route file. In
general, the rule is that only options which do not affect the outcome of a
calculation (i.e., do not change the values of any predicted quantities) are
allowed in the file. Thus, SCF=Conven, which changes only the integral
storage algorithm, will be honored, while Int(Grid=3), which affects the results
of many kinds of calculations, will be ignored.

 Rename Existing Default.Route File Before
Running Test Jobs
If you choose to run some or all of the Gaussian 98 test jobs, you will need to
make sure that they run with the program’s built-in default settings. Therefore,
you’ll need to rename both the site-wide Default.Route file (located in the
$g98root/g98 directory) as well as any individual version of the defaults file
that you may have prior to running any test job. Note that certain settings in this
file can cause some test jobs to fail.

 Memory Defaults

It is often the case that Gaussian 98 jobs which unwisely use excessive memory
can cause severe difficulties on the system. The –M–directive enforces a
default dynamic memory limit. For example, the following line sets default
memory use to 32 MB:

-M- 4000000

Note that this limit can be bypassed with the %Mem Link 0 command. The
value may be also be followed by KB, MB, GB, KW, MW or GWto indicate
units other than words. The default memory size is 6MW.

See also Controlling Memory Usage .

 Number of Processors

If your computer system has multiple processors, and parallel processing is
supported in your version of Gaussian 98, you may specify the default number
of processors to use in the Default.Route file. For example, the following
command sets the default number of processors to 4:

-P- 4

Normally, the program defaults to execution on only a single processor. The
%NProc Link 0 command can be used to override the default for a specific
job. Clearly, the number of processors requested should not exceed the number
of processors available, or a substantial decrease in performance will result.

Setting Gaussian98 Defaults
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 Site Name

The site name may be specified by the directive, which sets -S- as the site name
to be used in archive entries generated by Gaussian 98. The default site name is
GINC. For example, the following line sets the site name to EXPCONS:

-S- EXPCONS

 Typical Default Settings

Here are reasonable default settings for various machine configurations:

For a small workstation with 32 MB memory and 1 GB of disk, the
default algorithms and memory allocation are fine. MaxDisk is all that
need be specified.

●   

     -#- MaxDisk=400M

On a powerful workstation with 8 processors and 128 MB of memory,
being used for large jobs, 4 processors should be used by default (2 jobs
on 4 processors each gives better throughput than one 8 processor job).
Also, more memory should be given to each job:

-M- 16M
-#- MaxDisk=400M

●   

On a 486 PC with 16 MB of memory and 160 MB of available disk
space, the following directives are recommended:

●   

     -M- 500K

     -#- Tran=(Conven,Old2PDM) SCF=Conven

     -#- Int=(Rys1E,Rys2E,Berny,DSRys)

     -#- MaxDisk=150M

 User Default Files

Gaussian 98 users may set their own defaults by creating their own
Default.Route file. Gaussian 98 checks the current working directory for a file
of this name when a job is initiated. Settings in the local file take precedence
over those in the site-wide file, and options specified in the route section of the
job take precedence over both of them.

Return to TOC
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Gaussian 98W Utilities

Gaussian 98W includes several utility programs:

ChkChk: Displays the route and title sections from a checkpoint file.
ChkMove: Moves a checkpoint file to a different kind of computer.
CubeGen: Generates cubes from checkpoint files.
FormChk: Creates a formatted (ASCII) checkpoint file.
FreqChk: Computes vibrational frequencies and thermochemistry analysis.
UnFChk: Converts a formatted checkpoint file back to binary form.
NewZMat: Converts molecule specifications between different file formats.

Return to TOC
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Copyright Notices

These on-line help pages are all Copyright © 1994-1999, Gaussian, Inc. All
Rights Reserved.

These pages are derived from material which is Copyright © 1988, 1990,
1992-1999, Gaussian, Inc., and copyright © 1983, Carnegie Mellon University

The Gaussian® 98 software described in this work is based on the Gaussian®
94 system (Copyright © 1995, Gaussian, Inc.), Gaussian® 92/DFT system
(Copyright © 1993, Gaussian, Inc.), the Gaussian® 92 system (Copyright ©
1992, Gaussian, Inc.), the Gaussian® 90 system (Copyright © 1990, Gaussian,
Inc.), the Gaussian® 88 system (Copyright © 1988, Gaussian, Inc.), the
Gaussian® 86 system (Copyright © 1986, Carnegie Mellon University), and
the Gaussian® 82 system (Copyright © 1983, Carnegie Mellon University).

Gaussian is a federally registered trademark of Gaussian, Inc.
All other trademarks and registered trademarks are the properties of their
respective holders.

The information contained in this publication is believed to be accurate and
reliable. However, Gaussian, Inc. makes no representation of warranties with
respect to this document or the software described herein. That software is
distributed only in accord with a written license. Gaussian, Inc. disclaims any
implied warranties of merchantability or fitness of this document for any
purpose. Information in this document is subject to change without notice and
does not represent a commitment on the part of Gaussian, Inc. No part of this
manual may be reproduced or transmitted in any form or by any means,
electronic or mechanical, including photocopying, for any purpose without the
express written consent of Gaussian, Inc.

The following legend is applicable only to Government contracts
under DFARS:

Restricted Rights Legend

Use, duplication or disclosure by the Government is subject to restrictions as
set forth in subparagraph (c)(1)(ii) of the Rights in Technical Data and
Computer Software clause at DFARS 252.227-7013.

Gaussian, Inc., Carnegie Office Park, Building Six, Pittsburgh, PA 15106

The following legend is applicable only to Government contracts
under FAR:

Restricted Rights Legend

Use, reproduction and disclosure by the Government is subject to restrictions as
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set forth in subparagraph (c) of the Commercial Computer Software -
Restricted Rights clause at FAR 52.227-19.

Gaussian, Inc., Carnegie Office Park, Building Six, Pittsburgh, PA 15106
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G98 Documentation Version
Information

Printed Form ISBN: 0-9636769-7-0
Manual Version: 6.0 (corresponding to Gaussian 98 Revision A.1)
August, 1998
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Program Limitations

This topic outlines the various size limitations that exist within Gaussian 98.
These limitations occur in the form of fixed dimension statements and
algorithm design limitations, and their overall effect is to limit the size and
types of calculation that can be performed.

Z-MATRIX LIMITATIONS

There are restrictions on the size of a Z-matrix, the maximum number of
variables and the maximum number of atoms within a calculation. These are set
consistently for a maximum of 20,000 real atoms (including ghost but not
dummy atoms), and a maximum of 20,000 Z-matrix centers (atoms, ghost
atoms, and dummy atoms). In addition, the maximum number of variables that
can be specified in an optimization is unlimited for Berny optimizations but
must not exceed 50 for Murtaugh-Sargent or Opt=EF optimizations (30 for
Fletcher-Powell optimizations).

 Basis Set Limitations

Throughout the Gaussian 98 system, basis set limitations manifest themselves
in two ways. The main restriction is imposed within the integral evaluation
programs and limits the number of primitive gaussian functions and how they
are combined into atomic orbital basis functions. Secondly, dimensioning
requirements limit the total number of basis functions that can be used in a few
of the older of the energy evaluation procedures.

 Integral Program Limitations

To understand fully the limitations in the integral programs, the reader must
have some understanding of the concepts presented in discussion of the Gen
keyword (input of non-standard bases). In the terminology introduced there, the
limitations are as follows: the maximum total number of primitive shells is
60,000; the maximum number of primitive d-shells is 20,000; the maximum
number of primitive f-shells and higher is 20,000; the maximum number of
contracted shells is 20,000. The maximum degree-of-contraction allowed is
100.

The other major restriction that appears in the integral programs is in the
manner in which integral labels are packed. These limits apply only when
two-electron integrals are written out and can be avoided entirely by using
SCF=Direct (which is the default in Gaussian 98). Normally, disk space
limitations force the use of direct methods before the following limits are
reached.

When the conventional integral storage procedure is selected (in contrast to the

Program Limitations

http://www.gaussian.com/00000020.htm (1 of 2) [2/2/2000 4:27:04 PM]

http://www.gaussian.com/00000460.htm
http://www.gaussian.com/00000439.htm
http://www.gaussian.com/00000473.htm


Raffenetti ("PK") storage modes [283]), the suffixes <mu>, <nu>, <lambda>,
and <sigma> of the two-electron integral (<mu> <nu>|<lambda> <sigma>) are
packed into a computer word as 8-bit quantities in the UNIX version, and as
16-bit quantities in the UniCOS version. This in effect limits the number of
basis functions to 255 under UNIX and to 65,535 on the Cray (the latter is not
much of a limitation!) for conventional calculations in this mode. When the
Raffenetti modes are selected (for SCF=Conventional except when
Tran=Conventional, Stable=Complex, or CASSCF is also specified), the two
linearized suffixes (<mu> <nu>) and (<lambda> <sigma>) (where (,Mu> <nu>
=(<mu>(<mu>-1)/2)+<nu>) are packed into a word. This imposes a theoretical
limit of 361 basis functions for conventional calculations on the 32-bit
computer systems. These limits do not apply to direct calculations.

SCF AND POST-SCF LIMITATIONS

There are only a few other links which have additional dimensioning limits.
There is no further restriction for RHF, UHF, ROHF, MP, CI, QCISD, CC, or
BD calculations using the default algorithms. Complex HF calculations are
limited to 180 basis functions, and complex MP2 calculations are effectively
limited by a requirement of O(N3) words of main memory, and are also limited
to f functions. The AIM properties facility is restricted to spd functions. The
GVB program is limited to 100 paired orbitals, which is not a restriction in
practice.

The remaining restrictions are in some of alternative programs which must be
specifically requested. SCF=DM is limited to 255 basis functions, although the
preferred SCF=QC can be used with direct SCF and imposes no dimensioning
limits. Link 903 (in-core MP2) requires O(N3) words of main memory.

Return to TOC
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Obsolete Keywords and Deprecated
Features

 Obsolete Keywords

The following table gives obsolete keywords used by previous versions of
Gaussian. While all of them are still supported by Gaussian 98, we strongly
recommend converting to the up-to-date equivalents.

Obsolete Keywords Current Equivalents

Alter Guess=Alter

BD-T BD(T)

BeckeHalfandHalf BH and H

Camp-King SCF=Camp-King

CCSD-T CCSD(T)

CubeDensity Cube=Density

Cube=Divergence Cube=Laplacian

DIIS SCF=DIIS

Direct SCF=Direct

GridDensity Cube=Density

Guess=Restart SCF=Restart

LST LST

NoDIIS SCF=NoDIIS

NoExtrap SCF=NoExtrap

NoRaff Int=NoRaff

Opt=AddRedundant Opt=ModRedundant

OptCyc=n Opt(MaxCycle=n)

OSS GVB(OSS)

PlotDensity Cube=Density

Prop=Grid Cube=Density

QCISD-T QCISD(T)

QCSCF SCF=QC

Raff Int=NoRaff
Save none (Save is a no-op)
SCFCon=n SCF(Conver=n)

SCFCyc=n SCF(MaxCyc=n)
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SCFDM SCF=DM

SCFQC SCF=QC

VShift[=n] SCF(VShift[=n])

 Deprecated Features

CCD+STCCD Specifies a coupled cluster calculation using double
substitutions and evaluation of the contribution of single and triple excitations
through fourth order using the CCD wavefunction. It is superceded by
CCSD(T). ST4CCD is a synonym for CCD+STCCD.

CPHF=DirInv Invert the A-matrix directly. The default is to invert directly
whenever possible.

Geom=Coord Indicates that the geometry specification is in Cartesian
coordinates.

LST and LSTCyc Requests that an initial guess for a transition structure be
generated using Linear Synchronous Transit [251]. The LST procedure locates
a maximum along a path connecting two structures and thus provides a guess
for the transition structure connecting them. LST is not valid with AM1.

Note that an LST calculation does not actually locate a proper transition state.
However, the structure resulting from an LST calculation may be suitable as
input for a subsequent Opt=TS.

The LST method has been superseded by Opt=QST2.

OldConstants The latest and most accurate values of physical constants are
stored in Gaussian 98 for conversion between internal quantities (in atomic
units) and more common units (these constants are listed inside the back cover
of the manual). Between the releases of Gaussian 86 and Gaussian 88, the best
estimates of several of these constants changed more than had been previously
expected. In order to facilitate reproducing values produced with earlier
versions of the program, the OldConstants keyword requests the values of
physical constants used in Gaussian 86. Note that OldConstants should not be
used for any other purpose. NewConstants is the opposite to OldConstants
and is the default. OldPhyCon is a synonym for OldConstants, and
NewPhyCon is a synonym for NewConstants.

Opt=EnOnly Requests an optimization using a pseudo-Newton-Raphson
method with a fixed Hessian and numerical differentiation of energies to
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produce gradients. This option requires that the Hessian be read in via ReadFC
or RCFC. It can be used to locate transition structures and higher saddle points.
It is the default for transition state optimizations using methods for which
analytic gradients are not available, although EF is a good alternative.

Opt=FP Requests the Fletcher-Powell optimization algorithm [96], which
does not require analytic gradients.

Opt=Grad Requests a gradient optimization, using the default method
unless another option is specified. This is the default whenever analytic
gradients are available and is invalid otherwise.

Opt=MNDOFC Requests that the MNDO (or AM1, if possible) force
constants be computed and used to start the (presumably ab initio) optimization.

Opt=MS Specifies the Murtaugh-Sargent optimization algorithm [97]. The
Murtaugh-Sargent optimization method is an obsolete alternative, and is
retained in Gaussian 98 only for backwards compatibility.

Opt=UnitFC Requests that a unit matrix be used instead of the usual
valence force field guess for the Hessian.

SCRF=OldPCM The PCM model present in Gaussian 94 may be accessed
using this option to SCRF. It requires the dielectric constant of the solvent and
the number of points per sphere as input. The radii of the spheres may
optionally be specified for each atom type by including the ReadRadii option.
Alternate radii for each atom for use in fitting potentials may be input via the
ReadAtRadii option.

%SCR Used to specify the location of the SCR scratch file.

 Program Development-Related Keywords

The following keywords, useful for developing new methods and other
debugging purposes, but not recommended for production level calculations,
are described in the Gaussian 98 Programmer¹s Reference.

 ExtraLinks

ExtraOverlays
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FullCI

IOp2 and its synonyms MDV and Core

 IOp33

 Restart

 Skip

Use

The Gaussian 98 Programmer¹s Reference also documents all internal options
(IOps). They are also documented on the web page:
www.gaussian.com/iops.htm.
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